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Design and Implementation of a Schedulable DMA

Controller

Kuan Jen Lin* and Chuang Hsiang Huang

Department of Electronic Engineering, Fu Jen Catholic University, Taiwan

ABSTRACT

A traditional DMA scheme hardly guarantees 1/0 throughput for
real time multimedia applications. In this paper, we propose an SDMA
(Schedulable DMA) scheme that guarantees real time [/O throughput and
interrupts the CPU as few as possible. Furthermore, it can accept un-
scheduled requests and provide facility to treat unexpected delay to access
I/0 or memory. The controller handling the SDMA was designed and suc-
cessfully implemented on an AMBA-based SOPC platform. The experi-
mental results show the efficiency and effectiveness of the proposed

SDMA design.

Key Words: DMA, Real time system, FPGA, AMBA, 1/0 Devices

1. INTRODUCTION

Most real time scheduling algorithms demand that the worst-case execution time of each
task is known in advance. This is hardly satisfied if a task uses a DMA (Direct Memory Access)
I/0 method to transfer data between I/O devices and memories [11, 4]. Figure 1 shows a typical
real time multimedia system that has four I/O channels each providing video or audio stream at

a specified rate. To ensure real time application like playback, the computing system requires

*Corresponding author. Tel: +886-2-29032159
E-mail: kjlin@mails.fju.edu.tw
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guaranteed 1/0 throughput. However, a traditional DMA mechanism neither friendly nor effici-
ently supports such real time tasks. The reasons are described as follows [6]:

(1) The bus bandwidth allocated to DMAC is not guaranteed: Traditional cycle-stealing
DMA 1/0 tasks proceed by stealing bus cycles from the CPU. How many the bus ban-
dwidth a DMAC can get depends on the program instructions. It is not easy to precisely
estimate.

(2) The DMA service time allocated to an I/O device is not guaranteed: A traditional DMA
controller, like IC 8237, serves I/O requests with first-in-first-serving strategy. When
more than one I/O device share the DMA service, if the DAM action is activated only
by I/O requests, the controller does not ensure how long the service time is allocated to
an [/O device.

(3) Frequent interrupts decrease the CPU's efficiency: If DMA tasks switch frequently, the
overhead of setting up DMA transfers and executing interrupt services can heavily dis-
turb the normal CPU tasks. This is not wanted in real time systems.

Several DMA controllers were proposed to support a real time system. Back to 1988,
Sprunt et al. proposed a Preemptable 1/0 Controller (PIOC) to avoid priority inversion [12].
The commercial product TMS320C621 DSP contains an Enhanced DMA (EDMA) controller
[16], which prioritizes transfer requests and prefers serving higher-priority requests. Further-
more, the EDMA uses RAM to store transfer parameters and allows a new channel parameters
immediately loaded via a linking mechanism. This saves the time to set up transfer parameters.
Srinivasam [13] proposed a PDMA (Pre-programmed DMA mechanism) that allows a DMA
action to continue moving data even that the source or destination addresses are not consecu-
tive. Although the PDMA can be used to execute a task chain according to a predetermined
schedule, it cannot accept any unscheduled request and does not provide facility to circumvent
unexpected delays to access I/0 or memory. The work in [4] presented algorithms to bound
DMA 1/O tasks to meet real time requirements. However, it did not address the design of DMA
controller. Previous works addressed the hardware support for real time OS [1, 5, 8, 9], but did

not consider the use of DMA to guarantee I/0 throughput.
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Figurel: A Typical multimedia embedded system using DMA.

To remedy the shortcoming of the traditional DMA for real time system, we propose an
SDMA (Schedulable DMA) mechanism that guarantees real time I/O throughput and interrupts
the CPU as few as possible. Furthermore, it can accept unscheduled requests and provide facil-
ity to treat unexpected delay to access 1/0 and memory. The controller handling the SDMA was
designed and successfully implemented on an AMBA-based SOPC platform. The experimental
results show the efficiency and effectiveness of the proposed SDMA design.

The next section formulates the I/O task model and investigates the schedulability for a
set of tasks. Section 3 describes the design of the SDMA controller. Implementation of the con-
troller on an ARM9-based SOPC platform is shown in Section 4. The final section draws con-

clusions.

2.1/0 TASK MODEL AND SCHEDULE

The I/O device under our consideration produces data stream at a specified rate. We as-
sume that each device uses a FIFO as a buffer to store the data from peripheral devices, as sho-

wn in Fig. 1. In order not to miss any data, the DMAC must transfer an appropriate amount of
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the data from the FIFO to memory within a period. Assume that for the device D;, the requested
rate is R; and the size of FIFO is B:.. Thus, we can consider such a rate-based 10 data-transfer
task as a periodic job, 7;, denoted as (Pi, Ni), where P; = B, /(2% R;)is the period of 7; and V; is
the number of data word to be transferred within the period. The length of P; is equal to the time
required to put half of B; words into the FIFO by the I/O device. To avoid overflows or under-
flows in the initial stage, we assume that (1) when the SDMAC starts running 1/O task sched-
ule, the FIFO has stored exactly B;/2 words of data (null tokens are inserted if data are not en-
ough); (2) Ni is set to be 5,/2.

We assume all the I/O devices have the same transfer time 7 for moving a data word from
FIFO to memory. Then the real time rate-based 1/O task ti can be denoted as (C,, P)), where C;
= T x N;is the total transter time required for task z; The Ciis analogous to the computation time
considered in real time scheduling for CPUs. Therefore, well-known real time scheduling algo-
rithms such as RMS and EDF [2, 7] can be directly applied to schedule I/O tasks to run on a
DMAC. The proposed work currently adopts RM algorithm that assigns tasks with shorter per-
iods to have higher priorities. Figure 2 shows the pseudo code that performs the scheduling and
constructs the table. Figure 3 shows an example of a RM schedule on a set of three rate-based
I/O tasks for which the deadline is equal to the period: 71(3, 20), ©2(2, 5) and 73(2, 10). It also
shows the schedule table for a schedule length, which is the least common multiple (LCM) of
all P;, i.e. 20 in this example. The duration not assigned for any job is reserved for non-RT jobs
from other DMA requests. These requests are considered as aperiodic jobs and the reservation
for them can be considered as running a background scheduler [3]. The whole schedule is re-
presented by a schedule table, in which each entry represents a RT job or a non-RT reservation.
In this example, entries 6, 9 and 11 represent the non-RT jobs. The information in an entry in-
cludes the task 1D the job belongs to, computation time (corresponding to the number of data-
transfer) and the task type (RT or non-RT). The information will be converted to parameters to

set up DMA data transfer.
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Schedule length «— L.C.M ( Py, P2, P3,...., P,)

do RMS (P,r, Pg, P_j’,.... y Pn, Cj', Cg, Cj, S Cﬁ)
until schedule length is reached

10. m: the number of RT jobs and non-RT reservations
11. forj« 1 2 3, ...mdo

12. construct an entry in the schedule table

13. end for

1. n: thenumberof I/O devices
2. fori— 1223 .., ndo

3. P,‘—B,/(ZXR,)

4. N;«— B;/2

5. C,' —Tx Nf

6. end for

7

8.

9.

Figure2:.The Algorithm constructing schedule tables.
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Figure 3: A feasible RM schedule for a task set: 11(3, 20), 12(2, 5) and 73(2, 10), and its

corresponding schedule table
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Schedulability

A schedule is feasible if every job in the schedule completes by its deadline. A sufficient

condition to ensure the RM schedulability for n tasks has been derived [7] as follows:
" C
U= Z?’ <n(2'" 1)
i=l i

In this work, U is bus bandwidth required by the DMAC (analogous to the CPU utiliza-
tion). If the maximal bus bandwidth allocated to the DMAC is fixed, whether a feasible sched-

ule exists can be determined by the summation of all R;. This is derived as follows:

" C{ n TN . H TB ) R "

i T i i - i T R
2R,

Let L be the given upper bound of bus bandwidth allocated to the DMAC, and a sufficient

condition to ensure a feasible schedule is

SR, <(L/T) wa L<n(2" 1)
i=l
The size of FIFO also affects the schedulability. Let s be the smallest time unit of the
schedule length. So, P; and C; must be a multiple of s. We have known P, = B;/2 R; and C;=N
*T=(Bi/2) xT. Let
(1) Pi=ki % sand
(2) Ci= k2 x5, where k| and k2 are nonozero integers.
From (1), we have Bi=2 Rixs x k1 ...(3)
From (2), we have (Bi/ 2) = (s/T) * ka ..(4)
Then, from (3) and (4) we have (R;T) = (k2/ k1). Note that &, and k> must be integers. The

minimal pair (&1, k2) decides the minimal B; to ensure the schedulability.



The proposed SDMA scheme is coordinated by an SDMA controller that can automati-
cally repeatedly performs DMA tasks for a real time schedule as well as it can serve other non
RT DMA request when it does not run a RT job. Figure 4 shows its block diagram. The design
is a modified version on an open core from [10], which is a traditional AMBA-compatible
DMAC. A typical DMA action consists of two steps: (1) the DMAC loads a datum word from
the source address into the buffer inside the DMAC and then (2) write the datum from the buffer

into the destination. In the original design, the two interfaces both are AMBA-compatible. In

our design,
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—
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Figure 4: Block diagram of the SMDA controller.
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the connection to dual-port memories, used as the destination, is modified to Altera-compatible
memory interface. The AMBA-compatible interface is used to connect the FIFO, used as the
source in our design. Furthermore, it also connects the DMAC to the system bus, through that
the CPU can program the DMAC. Other new design features proposed in this paper are de-

scribed as follows:

RT schedule table

The memory contains the schedule table. Each entry contains the transfer parameters such
as the source address, destination address, data-transfer count and task type. The table is de-

signed to contain up to 64 entries.

Non-RT DMAREQ

Besides performing the jobs in the RT schedule table, the DMAC can also serve other
DMA requests. These requests are performed only during the time reserved for non-RT jobs.

Hence, if they occur when a RT job is running, they will be kept in the waiting queue.

Prioritized bus request

The DMAC provides two kinds of bus requests to the bus arbiter: RT and non-RT bus-re-
quests. The RT bus request is issued when it run a RT job. The bus arbiter grants the bus to the
DMAC at once. For other DMA services, the DMAC issues non-RT requests and the arbiter

will serve them according to FIFO strategy.

Zero Switch Time

Each time the DMAC starts a job, the control unit needs to load transfer parameters from
the schedule table or non-RT DMA transfer parameter registers. In order to have zero switching
time, the DMAC prefetches transfer parameters of the next RT job into the prefetch registers.
When the current job is completed, it loads the transfer parameters directly from the prefetch

registers into the working registers.

Schedule Adjustment

The schedule is derived based on pre-determined timing model. Namely, the transfer time

is assumed to be fixed and known in advance. However, unexpected delays may occur when
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accessing 1/0 devices or dual-port memory. The adjustment timer records the delays and auto-
matically adjusts the time length reserved for non-RT jobs. To see the case in Fig. 5, the sched-
ule in Fig. 5(a) is originally derived. In Fig. 5(b), unexpected delays are inserted into the sched-
ule. If the job time is not adjusted, the schedule must be delayed. This will cause some RT-job
to miss deadline. The proposed adjustment scheme decreases the time left for non-RT DMA
services and retain the schedule for RT jobs, as shown in Fig. 5(c). If the delays are too large
such that even when no time left for non-RT jobs, some RT job still misses the deadline, the

DMAC will issue an interrupt to the CPU.

Control Unit

Before accepting any DMA request, the schedule table should be already prepared and
loaded into the controller. Once the SDMAC is enabled, the first entry information is loaded
into the working registers and the corresponding job is executed. At the same time, the next en-
try information is prefetched into the prefetch registers. When a RT-job is completed, the
SDMA loads the parameters in the prefetch registers into the working registers. Again, it also
loads the information of the next job into the prefetch registers. If the job is a non-RT-job, the
SDMA will check if any non-RT request is pending. If some non-RT request is pending, it loads
the job's information into the working registers from the Non-RT parameter registers. Other-
wise, it suspends itself until the time reserved to non-RT jobs is over. During the SDMAC
executing a non-RT DMA job, the reserved time may be over. In this case, the SDMAC susp-
ends the non-RT job and loads its information back to the parameter registers. When the next
duration reserved for non-RT jobs begins, it is resumed immediately. The job order is cyclic, so

the first job will follow the last one.
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(a) RT-job TRT-jOb Non-RT-job

Figure 5: Schedule adjustment.

4. IMPLEMENTATION

We implemented the design prototype of the SDMA scheme on the Altera EPXA10 DDR
development board [14], as shown in Fig. 6. The board features an Excalibur EPXA10 SOPC
(System On Programmable Chip) device that contains an ARM922T 32-bit RISC processor
core, 256K single-port SRAM, 128K dual-port SRAM, and a variety of peripherals such as in-
terrupt controller and UART. Figure 7 shows its system architecture. Our own designs inclu-
ding the DMAC and bus arbiter are placed in the PLD part.

Figure 6: The Altera EPXA10 DDR EVB.
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Figure 7: Excalibur device system architecture.

It is not trivial to verify a design that has an AMBA bus interface [15]. Altera corporation
provides an AMBA bus functional model for the EPXA 10 device and models for PLD-to-stripe
and stripe-to-PLD bridges. The design overall flow used in this project is shown in Fig. 8. The
MegaWizard Plug-in Manager is a graphical user interface utility, which provides the designers
the facility to set the operational parameters for the embedded stripe on Excalibur device. After
setting the operational parameters, the configured stripe instance is generated. The top level de-
sign combines the configured stripe instance and Verilog codes for the SDMAC. Then, with the
bus model for AMBA, we can use Modelsim to simulate the SDMAC. After the verification by

simulation, the design is synthesized and mapped to Excalibur device.
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Mega Wizard Configured HDL Design
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Figure 8: Design flow.

The SDAMC was designed in Verilog HDL and successfully synthesized into the gate-lev-
el circuit. The control unit of the SDMAC occupies 386 logic elements. Currently, it runs at 25
MHz and takes 9 clocks to complete a data transfer (from 10 to memory). The performance of
the SDMA is compared to that of the traditional DMA run by software-control. Assume that
there are four video capture devices that are required to capture 2, 4, 8 and 12 frames per second
respectively. All devices have the same video format RGB32 and resolution 320x240 pixels per
frame. According to the frame rate, their corresponding Ri's are 153600, 307200, 614400 and
921600 words, respectively. Their FIFO sizes are also assumed to be the same. This means that
all devices have the same C.. We derive the task schedule according to the RM algorithm. In
the traditional DMA scheme, we use the software-enabled mode to execute the task schedule

and use interrupts to switch tasks. Each interrupt has an overhead penalty. The overhead corre-
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sponds to the summation of the interrupt latency (IL) and the execution time of ISR (T7sz). For
the EPXAL10, the IL takes 20 clocks. The CPU runs at 100 MHz in the experiment. We assume
that the ISR only executes instructions to set DMA's parameters. It needs 11 PLD clocks run-
ning at 25MHz. Various FIFO sizes were evaluated. As shown in Figure 9, the case with 30-

word FIFO size has the best improvement, in that the execution time falls by 15%.

350
2 300 O SDMA e
% 250 B taditional DMA
"F’i 200 L’-15.36% -8.2%
é 100
2 s

0 |

30words 60words 120words
FIFO size

Figure 9: Performance comparison under various FIFO sizes.

5. CONCLUSION

The traditional DMA mechanism hardly satisfies I/O requests with time constraints. In this
paper, we have proposed an SDMA (Schedulable DMA) mechanism that guarantees real time
I/O throughput and interrupts the CPU as few as possible. Furthermore, it can accept un-
scheduled requests and provide facility to treat unexpected delay to access I/O or memory. The
controller handling the SDMA was designed and successfully implemented on an AMBA-bas-
ed SOPC platform. The experimental result has shown the efficiency and effectiveness of the
proposed SDMA design.
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First-Principles Computation Based on
a 64-bit Beowulf PC Cluster
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Abstract

In recent years, numerical simulations play more and more an import-
ant role in nano-science research. For the first-principles computations, we
usually spend a lot of time on the computer calculation, maybe several ho-
urs, a few days, or even several weeks. How can we reduce the calculation
time? Low-cost and high-performance Linux clusters are the best solu-
tions for increasing computation performance. Parallel computing is high-

ly required in performing these huge calculations.

Due to the well development of computer industry, the rapid impro-
vement of network technology, and lower costs, PC clusters are widely
used in scientific computing. This paper mainly introduces the homemade
64-bit Beowulf PC cluster built in the NanoSciene Simulation Laboratory
(NSSL), at Physics Department of Fu Jen Catholic University. Not only
the experience in construction and performance testing of the PC cluster,
but also the installation of first-principles computation packages and the

corresponding performance benchmark are introduced.

Key Words: PC cluster; Beowulf; AMD; 64-bit; first-principles
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1. Introduction

In recent years, nanoscience and nanotechnology almost become the term of high-technol-
ogy. The word "nanotechnology" originated from the unit "nanometer”. It's the unit of length
equal to 10 meter, thinner than 1/100,000 of a human's hair. Microorganisms such as virus,
single molecules, and microchips are all operated on the scale of a few nanometers. There are
wide applications of nanotechnology, from fundamentals to applied sciences, including phys-
ics, chemistry, material, photoelectronics, biotechnology, and medicine, etc. Because nano-ma-
terials have micro-structures, the classical theory can not apply. The quantum effects cannot be
ignored, the proportion accounted of surface area is heightened, and the material will appear
back to different physics, chemistry and biological nature to huge view yardstick. To find out
the characteristics of nano-materials, such as electronic structures, optical properties, tempera-
ture effects, magnetic characteristics, and mechanical properties, the discovery of quantum
mechanics provides us an opportunity to probe into the questions mentioned above in terms of
microscopic behaviors, and study their properties using the first-principles computation.

In nanoscience research, due to the well development of the computer science and tech-
nology, the researchers gradually rely on the numerical simulations. As the simulation models
become huge, we may meet some problems such as memory insufficient, computing speed too
slow, and too much time consuming in the simulations. To solve these predicaments, first, we
can buy a high-performance supercomputer, but it does need massive funds! Or one can apply
for an account from the National Center for High-performance Computing (NCHC) [1]. The
PC clusters can be another solution instead of supercomputers. The PC clusters may satisfy the
requirement of high-performance computation and save the massive funds. In addition, we
don't have to wait for the queue.

Generally, Beowulf clustered systems may include many PCs or workstations connected
by network for parallel computing. The "Beowulf" means that the systems generally use exis-
ting commercialized hardware components on the market, including relevant products, such as
personal computers and network devices [2,3]. All components, including software and hard-
ware, are not designed specially or only produced by some specific manufacturers or some spe-
cific products. All of them can be easy to obtain in the general computer sales fields. More ac-

curate speaking, a Beowulf is a cluster of mass-market commodity off the shelf PCs intercon-
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nected by low cost local area network (LAN) technology running an open source code Unix-
like operating system and executing parallel applications programmed with an industry stan-
dard message passing model and library. Beowulf-class computers are simply the best price/
performance systems available today for many high-end applications [4].

The cluster we studied is a Beowulf. The strict definition is the first kind Beowulf. The
hardware is cheap and easy to obtain. The development of PC cluster also admires the selfless
contributions of freeware groups. All software such as operating systems, each kind of servers,
compilers, and message passing tools all may be free or cost low price to obtain from the net-
work. The parallel computing systems consisting of a small number of PCs are more popular
at present. In addition to its low cost, it is easier to maintain and upgrade. Although the compu-
tation ability can not be competitive with large-scale clusters, but this kind of small-scale PC
cluster suits the general small or middle scale laboratory to carry on some medium-scale com-

putations, such as first-principles computation, plasma simulation, and fluid dynamics, etc.

2. System Description

For the cluster developed in the NanoSciene Simulation Laboratory (NSSL), at Physics
Department of Fu Jen Catholic University, we had chosen PCs as the basic platform. Why did
we choose PCs? Part of the popularity comes from the fact that the systems can be self-made
with reasonable effort, most often using standard desktop PCs and Ethernet networks. The self-
made systems are often tailored for the specific use and constructed with a small budget. The
self-made systems also have several advantages: lower maintenance cost, best performance to
price ratio, quickly updated, and easier to maintain and upgrade.

In order to performing the first-principles computation and plasma simulation, we made a
plan to build a PC cluster at the end of year 2003, and purchased the relevant hardware com-
ponents in 2004. We finished the installation and started testing in the summer of 2004. We also
launched the relevant standard benchmark to compare the performance of our cluster with that
of other platforms. Figure 1 shows the network structure of NSSL PC cluster. Figure 2 is the
photography of the cluster we have built. The system is truly self-made, as each individual PC

was constructed from respective PC components.
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Fig. 1. Generic diagram of the network structure of NSSL PC cluster.

Fig. 2. Photograph of NSSL PC cluster.

The NSSL PC cluster consists of 16 nodes. Each computing node was equipped with one
AMD® Athlon 64® 2900+ processor running at 1.8 GHz with 1024 KB L2 cache, 1.5 GB of
PC3200 DDR400 SDRAM, and onboard 3COM 3C940 Gigabit Ethernet interconnects. The

hardware components are listed as below:
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> Processor (CPU): AMD Athlon 64 2900+

> Motherboard: Asus K8V Deluxe with VIA K8T800 chipset

> Memory: Transcend PC3200 (DDR 400) 512MBx3

> Storage device: Hitach 80GB 7200RPM (ATA100)

> Network Interface Card (NIC): Onboard 3COM 3C940 (Gigabit)
> Graphic card: Asus VT7100 (GeForce2 MX440)

> Others: chase, power supply, etc.

In the following subsections, we briefly introduce the choices of the hardware:

2.1 Processor

The processor can be regarded as the most important component affecting the system per-
formance. There were many kinds of x86 series processor available on the market at that time.
The Intel's products include Pentium 4, Xeon, and Itanium. AMD's products include Athlon
series (formerly knows as K7). At the moment, the AMD64 [5] (a new computing platform that
extends the ubiquitous x86 architecture to accommodate 64-bit processing, called x86-64 or
x64 [6]) series processors just went on the market. We planned to build a 64-bit system.
AMDG64 series CPUs include the AMD Athlon 64 and Opteron. Because the funds were limi-
ted, we chose Athlon 64 as the basic platform. As shown in Figure 3, we can use the software
WCPUID [7] to measure the detailed specification of the processors.

With the help of WCPUID, we can realize the internal clock is 1802.29 MHz, the system
clock is 200.25 MHz, and that of the system bus is also 200.25 MHz. The L2 cache size is 1024
KB, and the full speed is the same with the internal clock.

Because the technology continues to advance, following "Moore's Law" [8], a wide range
of prices, performance ranges, and capabilities are now available in individual computer sys-
tems. Improvements in IC technology continue to put more and more computing power into
smaller and smaller packages. Systems and their processors are now edging into the 64-bit wor-
1d, allowing access to larger and larger of RAM. The trends are continuing to push the cost of
computing resources lower and lower per unit of computing power. Alongside the advances in
processor and system technology, came advances in networking. The 64-bit technology will

play an important role in high performance computing. Why 64-bit? What's the meaning of "
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bit"? The word "bit" means that the width of "Register" in a processor. The "64-bit" CPU gen-

erally has integer registers that are 64 bits wide and thus directly supports dealing both inter-
nally and externally with 64-bit "chunks" of data. The advantages of 64-bit are:

§if WCPUID / CPU Status i =101 x|

IR HS | @0 FF 68 E|[Posan ]

| WCPUID Version 33
Processor |AMD Athlon B4 2300+ Brand| 263
Platform | Socket754 (mCPGA Package) APc| 0
Wendor Sting | AuthenticAMD
CPU Type | Original OEM Processor [0
15 4 ; 8  (Standard)
Famdy | Model Stepping ID
aly 15 4 8  [Extended)
Name Sting | AMD Athlon(tm) 64 Processor 2300+

Intemal Clock | 180229 MHz  SystemClock | 200.25 MHz

SystemBus | 20025 MHz Mulipher | 9.0

L1 I-Cache B4K  Bype L2Cache | 1024K  Byte
L1 DCache B4K  Byte Full
L2Speed o535 MMz
MMX Supported MM+ Supported
SSE Supported 3DNow! Supported
SSE2 Supported 3DNowd+ Supported
SSE3 Not Supported

Windows 2000 Version 5.0.2195 Service Pack 4

Copynght (c] 1996-2004 H.Oda, Al Rights Reserved SES2DFES

Fig. 3. Observing the characteristic of processor by WCPUID.

1. Memory addressing supports up to 64-bit that is 16 EB [9]. (EB: exabyte, 2% bytes,
that is 1,152,921,504,606,846,976 bytes.)

2. It can handle one data length larger than 32-bit or double precision flop points with one
instruction per clock cycle (32-bit data length, for integers, i.e., from the smallest
-2,147,483,648 to the largest 2,147,483,647.)

In the 32-bit system, the memory addressing supports only up to 4 GB. But for the restrict-

1on of operating systems, the application can access only up to 2 GB, the excess memory will
be reserved for the system. Memory insufficient will be the "Bottleneck" of system perform-

ance. When the system has insufficient physical memory, the applications will use the virtual
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memory. The usage of the virtual memory usually causes a swap of the hard disk space in which
the data transmission rate is much slower than that of physical memory.

In the 64-bit system, it can address the memory up to 16 EB theoretically. Because of the
physical restriction of the AMD Athlon 64 processor, for example, it allows up to 40-bit of
physical, and 48-bit virtual memory address, which is 1 TB (terabyte) and 256 TB, respectively.
Surely, it's also a big memory size. Common users might not need 64-bit technology and they
don't need the huge memory. However, 64-bit technology will benefit scientific data analysis
and related applications.

AMD64 also provides excellent compatibility and flexibility by supporting both 64-bit
and 32-bit architectures. AMD's 64-bit allows the latest in processor innovation to be brought
to the existing installed base of 32-bit applications and operating systems, while establishing
an installed base of systems that are 64-bit capable.

AMD64 is not the first 64-bit processor. Before AMD64, a lot of manufacturers introduce
64-bit processor early. However, these 64-bit processors are all locked on the markets, such as
the servers or the high-class workstations. For examples, DEC, IBM, Sun, and Hewlett-Packard
introduced Alpha, Power, SPARC, and PA-RISE are all 64-bit processors. These processors are
mostly used in UNIX servers. On the market of the desktop computers, the first step of march-
ing toward 64-bit is Power Mac G5 belonging to the Apple computers, but the price is compara-
tively expensive and is incompatible with the general PC x86 platform. Therefore, AMDo4

series processors are the first 64-bit processors widely welcomed by the market.

2.2 Motherboard

The motherboard chosen with the compatible CPU AMD Athlon 64 is the Socket 754. The
chipset we chose is VIA K8T800 (north bridge).

2.3 Memory

The bandwidth of main memory has a great influence on the system performance. It's bet-
ter to choose the memory with highest bandwidth supported by the motherboards. We specified
the DDR DIMM module and PC3200 (DDR400) RAM..
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2.4 Storage device

A hard disk is the basic storage device on PC. The interfaces of the hard disk have three
kinds: IDE, SATA, and SCSI. The SCSI has higher data transfer rate, lower CPU usage, and
relatively a lot of advantages, but the price is comparatively expensive. The SATA had just
gone on the market at that time, though the price was cheaper than that of SCSI. Limited by the
budget, we still chose the IDE interface hard disks that support Ultra ATA 100. The motor with
faster rotational speed and bigger size of cache is preferred. The hard disks we chose are 7200

RPM and with a 2 MB buffer.

2.5 Network device

The network interconnects we used is 3COM 3C940 Gigabit controller chip on board. We
used the Fast Ethernet switching hub at first, but the benchmark results were not so good. So
we purchased the Gigabit switch later. In the next section, we can realize these two kinds of

network interfaces have great influence on system performance through the benchmark results.

2.6 Display device

The PC cluster do not need high performance display card except the console (or master
node), so the cheapest AGP display card is enough. In addition, only one set of keyboard, moni-
tor, and mouse is needed. We can use the KVM (Keyboard, Video, Mouse switch) to control

each node.

3 Benchmarking NSSL PC Cluster

The factors have influence on the system performance [10]:

> CPU performance (hardware architecture).

> Bandwidth of main memory (size).

> Message passing rate.

> Speed of PCI (Peripheral Component Interconnect) bus.

> Choice of solving dense linear system and BLAS [11] Libraries.

In order to realize the performance of the cluster, we evaluated the performance of the
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cluster using some benchmark programs. According to the benchmark results, we can grade the
performance objectively, although the benchmark results cannot represent all real efficiency of
application programs. In this section, we present some benchmark results for the High-Per-
formance Linpack and NAS Parallel benchmarks.

Before benchmarking, we compare some rates of CPU's internal clock first. As shown in
Figure 4, the internal clock of Xeon 2.8 GHz is the highest, and that of IBM SP2 is the lowest.
AMD 2900+ we used is ranked as the second of all, and its real internal clock is 1.8 GHz. In
fact, the clock of processor can not really indicate the real performance. Different architectures

of CPUs running different applications will exhibit different results.

3000

| B Dual Xeon 2.8GHz
2500 @ AMD Athion64 2900+
B AMD Athion MP 2000+
[ZT1 HP Supedome
[l AMD Athion 1.33GHz
1 IBM P630
I SGI 38400

2000

E | B (BM SP SMP 376MHz
=1500 : B 1BM SP2 160MHz

1000
500

0
Fig. 4. Comparison of internal clock of some processors.

As shown in Figure 5, we compare some network protocols commonly used at present,
such as Fast Ethernet, Gigabit Ethernet, Myrinet, Quadrics, and Infiniband. The bandwidth of
the Fast Ethernet is the slowest, only 100 Mbps, and that of Infiniband achieves 7000 Mbps,
the fastest one. Quadric and Myrinet are in between. Although Infiniband, Quadric, and Myri-
net are all ultra-fast network devices, their prices are extremely expensive. The Gigabit devices
are gradually matured at present, and the prices are much cheaper day after day, so it is incre-

asingly popular.
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Fig. 5. Comparison of network bandwidth.

3.1 High-performance Linpack benchmark [12]

The Linpack is a measurement of a computer's floating-point rate of execution. It is deter-
mined by running a computer program that solves a dense system of linear equations. The HPL
benchmark measures the performance by solving a (random) large-scale dense linear system of
equations in double precision (64 bits) arithmetic on distributed-memory computers. HPL is
characterized by favorable memory reference patterns and highly optimized software for mem-
ory hierarchies. However, HPL benchmark also requires a substantial amount of inter-pro-
cessor communication and is especially sensitive to high communication latency. This version
of the benchmark, also used by TOP500 list [13], allows the user to scale the size of the problem
and to optimize the software in order to achieving the best performance for a given machine.

As shown in Table 1, we compared the benchmark results of the NSSL cluster with that
of the high-performance computers in the National Center for High-Performance Computing

(NCHC):
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Table 1. The HPL benchmark results compared with that of NCHC.

HPL NSSL Formosa HP IBM
Benchmark Cluster Cluster superdome P690
Measured perform-
33.01 1166 642.9 736.6
ance Rmax(Gflops)
Theorical
performance 57.6 1920 768 1331.2
Rpeuk(GﬂopS)

Efficiency (%) 57 61 84 53
Number of CPUs 16 340 128 256
Performance/CPU

2.06 3.43 5 2.88
(GFlops)
Choice of solving HPL HPL
dense linear system & & CXML ESSL lib
and BLAS libs ATLAS GOTO lib

Runax shows the performance in Gflops for the largest problem running on a machine. Rpea
is the theoretical peak performance Gflops for the machine. Rpeax= Instruction per clock (IPC)
x Frequency x Number of processors. The NSSL cluster, for example, .

R 2

peak = iz x 1.8 GHz x 16 = 57.6 Gflops.

The benchmark result of HPL for the NSSL pc cluster achieves 33.01 Gflops, and the cor-
responding efficiency is 57%. We can compare the benchmark results with that of Formosa
cluster (32-bit). The parallel efficiency is good with the aid of the Gigabit network. The For-
mosa cluster use GOTO [14] library, but we use ATLAS [15]. Generally, GOTO library shows
better performance than ATLAS one. It's a pity that GOTO only provides the binary code only
to some specific machines, such as Intel Pentium III, 4, Itanium, Itanium 2, IBM Power 3,

Power 4, and AMD Opteron. It does not support the Athlon 64 processor. So we only use AT-
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LAS in cooperating with HPL to do the benchmark.

3.2 NAS parallel benchmark [16]

The NAS parallel benchmark (NPB) suit was developed by NASA. The NPB has been
widely used to objectively measure and compare the performance of highly parallel computers.
The standard MPI programming model of NPB version 2.3 makes it possible to conduct com-
parative analysis of a commodity cluster with different interconnects. The NPB suite consists
of a set of eight programs, which are derived from computational fluid dynamics (CFD) code.
These eight programs are IS, FT, EP, MG, CG, LU, SP, and BT. All NPB benchmark programs
were compiled with pgec and pgf77 of PGI compilers.

Figure 6 shows the NAS-BT Class A benchmark results of the system with the Fast Eth-
ernet and Gigabit and Figure 7 is the NAS-LU Class A benchmark results with the Fast Ethernet
and Gigabit. As one can see in the figures, the bandwidth of network has great influence on the
performance when a large number of processors are used. We also benchmark the performance
of the system performed on 32-bit Red Hat Linux 9 (kernel 2.4.8-20) and 64-bit SuSE Linux 9

(kernel 2.4.21-102default), respectively, as shown in Figure 8. Basically, the results are similar.

| NAS-BT A class Benchmark on Redhat I

T T . T T T T = T g T

4.5}
—~— Gigabit Ethernet
4.0+ !;o— Fast Ethernet i
3.5¢ ]
@ 3.0p )
8 |
& 2.5} 1

O
2‘0_ / -
1.5" / -
1‘0 1 " I L . L 1 . 1
4 6 8§ 10 12 14 16
Number of processors

Fig. 6. NAS-BT Class A benchmark results of the system with the Fast Ethernet and
Gigabit, respectively.
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Fig. 7. NAS-LU Class A benchmark results of the system with the Fast Ethernet and

Gigabit, respectively.
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Fig. 8. NAS-LU Class C benchmark results of the system performed on the 32-bit and

64-bit platforms, respectively.
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Table 2 shows the NAS-LU benchmark results with 3 levels. They are class A, B, and C.

The biggest problem is the class C, the class B takes the second, and the class A is the smallest.

Table. 2, The results of NAS 2.3 LU benchmark.

Class A benchmark results

NP Time Mftlop/s Mflop/s/proc
1 217.24 549.14 549.14
2 107.64 1108.32 554.16
- 44 .48 2682.01 670.5
8 25.85 4614.37 576.8
16 16.2 7365.16 460.32

Class B benchmark results

NP Time Mtlop/s Mflop/s/proc
1 1548.23 322.19 322.19
2 762.92 653.83 326.92
4 389.28 1281.39 320.35
8 173.43 2876.28 359.53
16 65.64 7599.96 475

Class C benchmark results

NP Time Mflop/s Mflop/s/proc
2 1941.03 1132.1 566.05
4 942.78 2218.04 554.51
8 502.21 4108.23 638.53
16 261.43 7771.31 485.71

Each level of benchmark programs has different settlement, and the detailed information

can be found in the manual of NPB. We represent Table 2 with diagrams, as shown in Figure
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9 and Figure 10. If we compare the Class C results in Figure 10 with that of Formosa cluster in
NCHC, then we can find that our efficiency is similar to it, and the performance achieves about
4 Gflops and 7.8 Gflops with 8 processors and 16 processors, respectively.

If we compare the performance relative to a single processor, then the parallel efficiency
is obvious. We found that the parallel efficiency is good, and the performance grows up linearly

with the number of PC nodes.

8t i
FL X
6} i
5t il
1) ] |
g af :
6 3'. —o—ClassA| ]
. —o—Class B 1
2 —/ —Class C i

1

0

0 2 4 6 8 10 12 14 16 18
Number of processors

Fig. 9. Benchmark of NAS-LU. The performance achieves 7.8Gflops.
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Fig. 10. Benchmark of NAS-LU. The parallel efficiency grows up linearly with the

number of processors. (The curve of Class C is based on 2 processors.)
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4 Testing For First-principles Packages

The first-principles computation packages installed on our cluster system are ABINIT,
VASP, CPMD, WIEN2k, and SIESTA. Except for SIESTA, we can proceed the parallel com-

puting of each.

First of all, we measure the time elapsed for computing with different number of proces-
sors. As shown in Figure 11, we solve an example of 32 water molecules with CPMD. The time
elapsed of the simulation calculated with 16 processor is 1/13 of that of calculation with only
one processor. Similarly, in order to realize the performance of VASP, we calculate a silver
atom in a cell with 25 angstroms width. We compared the time elapsed for different number of

processors. The parallel efficiency of VASP seems poorer than that of CPMD.

7x10°
6x10°
5x10°F
4x103.-
3x10°F
2x10°}
1x10°

(sec)

ime

T

\

—0=—CPU
—O— Elapsed

\:E]""“Q .
e 9, - -
O——0——f=—f=——q

0
0

Fig. 11. Time elapsed for solving 32 water molecule with CPMD.
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Fig. 12. Time elapsed for calculating a silver atom in a 25 angstroms wide cells with VASP.

Then we calculate the properties of bulk crystal structure, including the band structure,
density of states, and optical properties. Figure 13 shows the band structure of silicon calculated
using ABINIT. We compare this result with that of Chelikowsky [17]. The results are almost

the same.

Energy (eV)

Wave vector k

Fig. 13. Band structure of silicon calculated using ABINIT.
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In addition to semiconductors, we calculate metals. Figure 14 shows the band structure of
silver calculated using VASP. We compare the results with that of C. Y. Fong [18]. The results

are quite identical.

4f / g
/ Y
2t , -
N
& Ur \ ]
o \ /3
> -2r / . \ a
520 S L 7
= L i -~ - tx‘-‘-.‘ — _,»7
R =17
e e T P
L o =233 y -
'6 B / o \\ //_,-‘--::
gk i \‘--..-"/
r K X r L

Wave vector k
Fig. 14. Band structure of silver calculated using VASP.

The density of states of the silicon crystal is also calculated using VASP as shown in Fig-
ure 15. We compare this result with that of D. J. Stukel and R. N. Euwema [19], as shown in
Figure 16, giving good agreement. Finally, we calculate the optical properties of silicon, as sho-

wn in Figure 17.
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Fig. 15. Density of states of silicon calculated using VASP. We compare this result

with that of D. J. Stukel and R. N. Euwema, giving good agreement.
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Fig. 16. Density of states of silicon calculated by D. J. Stukel and R. N Euwema.
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Fig. 17. Dielectric constant of the silicon crystal calculated using VASP. The corre-

sponding real part and imaginary part are plotted, respectively.

5 Future Prospects

In the past decade, PC clusters have been developed rapidly, not only due to the rapid gro-
wth of PC industry but also the widespread of the internet. The high-performance computing
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of PC clusters and the corresponding low costs have attracted many researchers involved in the
evolution of this kind of parallel computation. PC clusters will be highly required in the future
high-performance computing.

In NSSL, at Physics Department of Fu Jen Catholic University, we have successfully built
a 64-bit Beowulf PC cluster. From now on, the access memory of each PC node is not limited
to 2 GB anymore. In addition, several first-principles simulation packages have been installed
and tested. The preliminary work in this paper will be very helpful for our future research on

first-principles computations.
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R & N

GNP = EAR kS T w7 v

W R

— RIS S BB LR A EY - AR RN
SLRY o B—FEORI M URA AU - BLRIREIE - (EREREIRE
IFEIZE - TSRS R RS R BRI HE B AT R R LR -
B AT — (2R A T A Al % - S T R AR ERAK
RARHZE S S8 - AURR - A IFBHE A A v R R - B
TAREEH LA - ATLARBE SR - EEREAGERM ALl ERARE
RS BB AR AT - EEELE R —EEET -
EHEBRHTRY )& -

AR S e 7 T AR GG AG - FR 32 (EIE =AY
REEIGFOVURE 7 R0ERE - 4G - % - AR ~ o5 0fek - #pdd - B
B LFE e e 55 8 fR i ATRARAY « 15 I IIRRARACE
YRROELE - BRAMBAREMES B - ARMALE L REEAA - 1R
B HARTAEINSE 54 FERA - BMTEREE AR - BIfFRERTEF

*Corresponding author. Tel:+886-4-23323456  ext.6277
E-mail: klu@asia.edu.tw
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40 ERRTAZ e

RGeS - AR A - | B =R R - FRPTITLIET
FHZ e a e R S - RERRE ARG D IS SIS 1 SRR 11

FHEhE

FREEET : Ehiim A AhEZ - BRR-RENER A - BORIRM AR - BSfsE

[l

_\El‘j

PAD LR i - PRI TR EEIREAS ) )  B B E OB - AR
NEFETHIELH -

—RRAREATIHEER S AR IR - BUANPUR - AR - HERS - BRASS SR
ANERILAZIMEY - B THARRISMURY R - ShAERRAIE - B R T
R AR AU ROR I A LT TR &R TR - & i — s
il 2 > R ROT R - H BRI B - MROR - RS
A COHITERL - BT AEEAEL - WTLURBEN - EEEAERMEALL - ERAY
FURSGE BB RORRT IRy < SEMELE e — e E ] th R & -
ik (Katz, 1978) @i - BHARES) » BRATHZESL » MIREIEILRRAIR & B -
ME st ERRE S HHE S - e — TR R ERE S ! -

L1 &R

FEARIEEAL > /2 toy blocks |+ "building blocks | Bif&fEE Mblocks | - Ak » 12
EHT ~ B B - =i b AR SR (e A SR TR 2 - S + Sl
2 THR R ERNEL T HEEIE Y —5 0 HERAE SRR AT ACH S AL E]

I divergent thinking

2 http:/fencyclopedia.thefreedictionary.com/Toy+block

* B H(Witold Rybezynski) RIS » 1943 SEHHAERARE T 68 » {ESCFIBL NS R ATHTER G S A - fthfte
HEFFREARR (McGill) REAESE L (1960) BlfE+ (1972) BMY » HHAHLIEMNER - &
5~ BRI EENAGE  5E (BIFE) - (HEEEED - (M LREENER) - (HRER) - (8
HESEIEA) ~ (WTAIE)  (City Life) o LUR bS5 5 BT 2 4848 ( Christopher Award ) 18- 1074%
(J. Anthony Lukas Prize ) #y GEJTHIIZAM) - RATESE (BRE - BTFERE) - el (A
AT - (A% HEE - RAOFRRMED) K (HEGEE) BIRG  HRRITERE M A -



EH{CEREEER 40 Hi 41

E1F (EREEE) —F - BEHIHE El’]m(i?ﬁ(%?ﬁ%ﬁﬁ%i@ | 734788 DA 22 P ) el
R (ST REET %THE’J AT A AR (Rybezynski 1992)  fEHJLittidr
T FH - SR ¢ LAEREIL aﬁﬁ M| 7 BB T —EREER - ey (RE

B ) EE - iR RRIRETR - ERHTE —AER R (BESUESR)
/MR & 38 ST S R R ] -

1.2 ifIEARBS Rz

HUROR » BAENOR » ST T EAEHERAIRIAR « T rEsHez - FLEn]
DA B o PRI T RS ¢ S RS - M - NEATE R E Y
I LMEBSRRR - BB TR A P — ISR AT L PN 3R - 2R
[ — - A -ﬁfﬂfﬁﬁﬁfﬁ%ﬂiﬁfﬁﬁﬂm@)ﬁ@ » FEAKRE > G H A DAY T i
AL o EMELEARIAR K > A PUELTEE

top side front

1 VANTETE 2

1L B BORTTLURS TP » DU 38
2. T —BERATER S ARSI RS (F - LR NI NS T — 5T
SR -

4 rational toys

5 Richard Lovell Edgeworth » 1798

6 Sir Henry Cole » 1808-1882

7 Felix Summerly

8 R~ WY« R EEE B ACER CGW2006 (Computer Graphics Workshop) » Soochow University %7
{gengredl ((Taotie Tessellation ) ) (Lu 2006 )

? http://encyclopedia.thefreedictionary.com/Toy+block



42 Em A e

3. B HEN DEERSE R AR ~ B - AL FERE - ke
LR A S R BRI ET © FEHTERUREE 0T 1) ~ P B AT RSB AR

4. Bl —RERFHR TG EEALERNE -

= SWETEZH

T - AR (2003) RERRRERT TER " - URILEE  —(HEESEEN=
APHI=(E:% - SR =EIE=AE - ZEES =A== EE=AT 0 RIS
A #H - 2 IE— - IMEE=APAE 555 A - B - C Bl a~ b~ c - 2hf
P A > SR EE AN E = AR - RS EE = AR L REEEE S
EBRE - MHER A=A - s

DA AN
A\ ‘\%”
/A

B= B

10 Jim Loy’ s website- http://www.jimloy.com/geometry/napoleon.htm

! The earliest definite appearance of this theorem is an 1825 article by Dr. W, Rutherford in "The Ladies Diary". Al-
though Rutherford was probably not the first discoverer, there seems to be no direct evidence supporting any con-
nection with Napoleon Bonaparte, although we know that he did well in mathematics as a school boy. (http:/www.
mathpages.com/home/index.htm)

12 Excerpt from Author’ s article, A Study of Innovative Plane Tessellation Patterns Systems (Lu 2005)



(SR 40 1) 3

2.1 B

ETEHH (2005) BRABIETAIR LB LIRRE » B0 T 7NERTE - /NS =35\
SIS = (S g - Ko is /U =SSP R SR e HmnE X - F2RE=
AP 36° ~ 72° ~ 108° Bl 144° i - [ERRER 36° 81 72° /UGB =BR R
Hf) 36° B 72° Hig o E(LLEE Y GFH (Penrose 1989) -

B= 36° ~72° -~ 108° £ 144° EfFFETEEH

22 o-EREEREAFT

B = e G S S S = AT I 36° ~ 72° ~ 108° B 144° HUSEiE e
R - TEMATRE - R S aafE 0° BHEE] 180° Mo-SEiw 7 i #431E
% AREAT T AR -

B R AWy R G RI=2sin (0/2)

BB = AT TEE A o » TRTRT USRI AP (180° -w)/2 - HERIERCE
A BPTTDHESES EA=2sin (02) ©

M2 TRA ARG FRRZ A E A sin () /2

HEERAT » BTG E = ATERES 1< 1x sin (o) 2=sin (a) /2°

1335425 7%] ( Golden Section) (LR » JE a0 X2-X-1=0 [ 1E (AR » Bl ( 1+sqrt5) /2=1.61803 39887 49894
84820( %/ f§ Phi Number) ©
14 The law of sine states: sin(A)/a = sin(B)/b = sin(C)/c
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SRR B

HH3 PR EE ERAER N EMH 0 55 Fa=120° #80=0°8F > % 8 EH 2
BEME=ZBH -

AN

a=@ g=9° 1=0

N

A= (180 -a)2 A=2sin (a2}

Vi

@=90" S=45° A=lsin (45" )

<

@ =120° §=30° A=2sin ( 60° )

@

a=180° g£=0" A=2

0°-Napoleon a-Napoleon 90 -Napoleon 120°- Napoleon 180°-Napoleon
BT £ 0° —180° L2 oBEKFE=R

o- i B 2R 6 i =AML - E4E 3 [EIER A EE = A1 - 2 [FHEE
ERERNE=AT - | HLESRMHERNEZMAI « 14 6 ] = AR miLE TEk
AT - BFTRTLARSEEe=0° K » f/NARES 2 EEAIIE=MAF  MEe=120°; -
BONIETERS 8 [EHALIE=AF -

B4 TR EEFRANETFDESHS -

TRIRRIPREHER 2 — 15 JAPTRT LARE I ST e 1 2 T A A3 208 £ o Rl i 21
i © Eo- T AR PUE AR DEIE A - B CELD » o-SRREIERAY A E B 32195
A LA D ] Ci& - 6 H B 2| CSAUER DI LA A ] D 38 - 52 IEE A WER
Al — > WEEP a2k B RS ESE -

D@B
C

Unit a-Napoleon

4‘\-
BT A
<) "‘ &>
S
M| g‘z ™

4x4 a-Napoleon

Bh —fE5E-2x 2. H4x 4 o0-EREEE

!5 Refer to Translation criterion from Chapter 20 Tiling, p.767. (COMAP, 2005)



BSR40 45

$5E 5 20x no- R A B RAEM A — A e &k @ik — BB 8 EH
OE-HnBEEHZ-

BAMEH 2n R—E AL o- S0 E B 2nx 2n o- SR EE - FF2RERL
2x Q- 2Rk A B EM A do-THEBE - % 2nx na- RSB EYmERS A A A
B-C#1D a-2a 4B T A2 BESEHTUESEDE Ci# > 8 B2 Ci#ayf
BT T4 A% Dk -

AL AB 325 DC 3% 1 BE Mas 81 Moo SRS » ATRISE1E FIRB 437 38 4 1°AB
852 DC 3% > WA A BB DURFIE S C 82 D B - fi-h% Mas B2 Meo ZRIEH 20
BARTATRREY - HOR » BAFERI B, Mpa B Mec HURETE - HEREB B 2 EE AD
BELBC S - £k A~ B~ C 8l D [UBLEBAr—iL » FARTEH— I fersRm it —EE
HAZTE T A AR R -

V2% 2 BIwIIBRE A

PRI 5 WAL n FHY 1 0 FRATETHIZE 2 2 120° Zmr B - Q0E RIZER
ABCD -

A A A
Mb, Map M Mas Moa Ma
= B D B D B
M e Meo Mee Mco Mec
2 b c
120°-Napoleon 120°- Napoleon 120°-Napoleon

By BB 2% 2 120° EREEE

15 In an edge-to-edge gluing each entire edge of the polygon is glued to precisely one other edge of the polygon.
(Demaine and Q' Rourke, 2005)



% SRR P

AL AB 3852 DC i rhEE Mag B Mcep @R 5] - ARS8 FBAT /2 5845 AB
BELDC 38 - WifE A A Bl B DU FR{E A C B D SR - KE 120° ﬁ”ﬁﬁi%ﬁ@%ﬁ—fu i 60°
HYZETE » MR EL Mas B Mcep Z [ENE 2n BLATAVARES » ITTIEEAR - » AP R
Mpa Bl Mpe SEERRERE » G2 F38 B L H#EAS AD 3EEL BC % - i %’Z A~B-CEHD[
BRE/BAE— - PRI —E TRy RE e R m A -

BAHERFIE 3 155 120° S we Bl 252 o- S e B 25 TP S KT RS 8 (B B ATAY Al -
R+ ERYRTHE Mas B2 Mcep 2 [BILURRTHEL Mec B Mpa 2EAR - FATE 25004 5E
H - #E—E 120° 2 & EZER S —(FZERY 8 IE=mZH 17 iRk 120° it s
B ZEAIEZAR - ffiRay 2x 2 120° ZW RS 4% 8 50 32 IE=AZ - 8032 IE=AF
BHAR ' -

/g~ 2x 2 EMEIEEIER

—{ 2x 2 120° E=firEE - B 25 {8/ - 32 Sk 56 {8 - ML 16
{El&53 Y 8 (EhErEiS el 8 el ghamsy - HoehdRs » BMTRERd 7 (EfE 8 (&% - #a
HJRGE - EME R L RSELT 18(=25- TYE A - 32 (A LA R 48(=56-8) & - MRRE-
JBENNZE 1° /5330 (Bondy and Murty 1976) : Bhiks LS = VFE (18, 32, 48) = V + F-
E=18+32-48=2 -

BT S LI FPIVESR TR R B RSE B o TR A
Rz ZFAD - L IEEME AR ER, © 2 BALVER A — A o 3. SEiREe
—{ - IZESEEHAIRTAREIAPER ¢ 1. Gl WA/ UGB G SRS 2> 8 5 2. G2: —#H /U
O EARAH VUSRS S 178 1< 8 Bd 2x 45 3. G3: A /2R B RaAH 8 Rh & fE 2x 6 Bl
2% 25 4. G4: FaAHPYS B 1Bl —RH S GERAL A TR 2% 4 B 1x8 « FeM AR PUAH 1 A B
AL -

I7 A polyiamond (also pelyamond or simply iamond) is a polyform in which the base form is an equilateral triangle.
http://en.wikipedia.org/wiki/Polyiamond, 8-polyiamond

18 32-polyiamond

1 Jules-Henri Poincare, 1854-1912, ExH7FsM:-#(=VFE (V, F, E) =V+F-E=2-2*g, ¢ FEg#, g=0.



ARG 40 1] 47

4.1 Gl BHEIERUE

Gl BTSSR » SHEEMAE A B C AYZREFHH SG1 FilEREMEL B B D pYREE
fH SG2 - [RE L A B C FMBHL 120° > FEREFHH SGI AOFiRE - 8 (BB I (S 178
60° - KL HERESEI G EnEAS TR A B - FASCHE - AR S, B B D &R
60° » FEZREFH SG2 nyifeh - 8 (FERBA IR 120° » FFTrT LIRS ! SEAS A BHER
RAEAY -
4.1.1 <EAEAERY

AR BT - T B A ORI - RV 2.857 TSI ERAL
20 R 8 EEARI PR - FATRILUEM G1 ~ G2 8 G4 = {EEHHE Fy 10 5
SR o ARSREASIRAY - LESEE ARG ERE G4 B IS -

4.12 PR

AERINEBERR 1.886 T2 7B o £ 8 HEATI PR NE - SHERAE ABLCHY
KREFH SG1 WifEmli— » R ILEA B RIEBAPS A T3 -

413 HRRIEHE
EXEEAH SG1 AR E T - HRITE G EEEIRIRIEE » SRR ry VY e Sl
B AR R -
42 G2 BffHIIRRRUE
£ G2 BB BIRORIEE T - BB 4 (2 - AR AEHFASG] BEK
BFAH SG2 ¢ 8 {EenVBE CER: - BEIT e JIE - FEAGELERY 3 (A -
42.1 ERUER

RRIEARILL 4 A > By 8 REATIG » AR+ - WITATLUR 4 (8 AEaiimE
e » CHERE R R IR AT

0 WFIE=AR SRR S AL -



48 SR AR T

4.2.2 I3 H{EER
IG5 JIGEAEEY - BEER ~ HITREEETIR T AR R RR I - B 8 A ARG » i5
7 EFHANRY IE = A — R EAREEY « 151%  ATDIBYEERS S n AUFS S RERVfiTER
Freuy
4.3 G3 BffA17825E

HEE 2/ 2:% 0 BT 24 6 :289BI

£ G3 BHETTIBURES - AL
VRGP FIR RS - <f§2§§§> <@<@§$7

4.3.1 RLBYKERY
B 1% 5 T R AR R 2 B A AR AU R AR AU AR
A > BT ~ IRERRTR - R TRE R
T - EHUE 8 AEAEI A 7 [EFEHREIE

= AR — (BT AR - §§£§§g7
432 (LR
Boat

Bowtie Wing

[T V FRLIE - B
BB LARSFRAOE I - EAR Y
BE = fTA— T - A —HY
fe -

4.4 G4 BFHIIRESIR

Teardrop

G4 BEHTRSSUE - R AEAIH IS
TEUAZ © % 2 4 4 (il - 12 4 (ERHHELL

PR o INEERE LR Ry —HE -
44.1 ERIRE

FREl e T B TR [AE
It SRS - SRR - AR
R F IR - — R AR EE T BT SWEHRIEL 8 EEFE

=
-~
>

Chevron




558 40 10 49

4.5 BARISHSIRAS

J& 20 o BUGHASARAE B IR R L B IR - TR BT R R O AR B Ry
4

FERIVL RS TP BR - TRAFIBE T 8 MEEEARY - 2 I8 2 i A AR A 8
FLATY B — SR VL R AR B R

*— ERSIURBERINEESE
831 FE—EES EEES R
A-Mpa/D-Mpa, D-Mcp/C-Mcp, .
iGé C-Mpc/B-Mac, and B-Mas/A-Map i
1 A-Mp/C-Mgc and A-Mpa/C-Mcp Wk
o A-Map/Mpa-D and C-Mpc/Mcp-D HER
SG2 A-Mpa/Map-B and C-Mcp/Mpe-B ARIR
B-D B-Map/A-Mas, A-mMpA/D-Mpa, i
D-Mcp/C-Mcn, and C-Mgc/B-Mgc L
SG1 A-Mpa-D and B-Mgc-C T WAL
A-Mpa/B-Mpgc and C-Mgc/D-Mpa FEAS
A-Mas/B-Map and A-Mpa/D-Mpa and B-Msc/C-Mac sEkt
G2 C-Mcp/D-Mcep B-Mgc and Mpa-D ki
1x8, 2x4 G2 A-Mag-B and D-Mcp-C Vi we e
Ao DY Wi, i A-Map/B-Mag and C-Mcp/D-Mcep FEFE
B-Mao/C-Mac A-Map/D-Mcp and B-Mag/C-Mcp A
B-Mag and Mcp-D kil
SG1 A-Mpa/Mcp-D and B-Map/Mpc-C il
A-Mag and Mcp-C A-Mpa/D-Mpa and B-Mgpc/C-Mge 53 {5
SG2 A-Mas/Mgc-B and C-Mcp/Mpa-D A
G3 A-Mpa and Mgc-C A-Magp/B-Mag and C-Mcp/D-Mcp e MG
2%6, 2x2 SG3 B-C-Mcp and A-D-Mag il
B-Mag and Mcp-D A-Map/Mpa-D and B-Mcp/Mgpe-C LIl
SG4 A-B-Mpa and C-D-Mgc EETE‘EJJ
B-Mgc and Mpa-D A-Mpa/Mag-B and C-Msc/Mcp-D | [L5#HER
A-Map/D-Map and B-Mpc/C-Mpc FEAE
SG1 A/Mpa/Drand B/Mpc/C FEAS
A-Mas-B and D-Mcp-C A-Map/D-MAD and B/Mgc/C Al
G4 A/Mpa/D and B-Mgc/C-Mgc fifith
2x4, 1x8 A-Map/B-Mag and C-Mcp/D-Mcp RS
SG2 A/Mag/B and C/Mcp/D FHA
A-Mpa-D and B-Mgc-C A-Map/B-Mag and C/Mcp/D fﬁ;ﬁj%\
A/Map/B and C-Mcp/D-Mcp i

2! The text of the article was excerpted from the website of Feng Shui at Dragon Gate.

http://www.dragon-gate.cony/.




50 LT RO T ge

TAHEAIT- (Fuse 1990) FrafiFiifs - TEGBIME FAESHES - 2k — -
TR AR Z 0 - S TERPT L - TRMER BB A F B
2 o RLIDHIE (Parthasarathy 1994) FEHAEZSTE F o I Ry 7 i AR I 22t
FREEEE  ARSEEROHE T RES -

R_ EREMIENRE - RO EATETT

X | | ] 2| REE | B | AREZEE| NS | YiEE ?ﬁ?ﬁ%iﬂﬁ%

ot | | 2.857 10 4 4 |0

e | 1.886 I o | o | 1

IR 2.357 2 0 2 0
5 | 2357 4 o | 4 0

18 | 32 | 48 | 13.856 - ;

R : 2.357 2 0 2 0

A 280 | 4 | o | 4 o |
(s 2.828 2| ISR 2.2MER 2

ffn 2.857 4 2 R 4 0

I~ ERSRRANER

B TR A RIRAY B - BRFIBERMED B - AE EUmARUR 8 (ER AR
HY 46 EATAEAL - Eot - B 8 (EEAR - algeEA NmienY B - FEERIES
ERE A R - SRS R A TR, - TEEIUAVLEE - AR A AR
00 » FEHLEE—{ 0 > TR A0 ~ BO ~ CO - fEiE{EABRE T - FARURIHTA LA BRI Ry
PEBORE AT - RS o DPRZ VFE (18,32, 48)

2 Definition: Two graphs are isomorphic if there is a one-to-one correspondence between their vertices and there is
an edge between two vertices of one graph if and only if there is an edge between the two corresponding vertices
in the other graph. http://www.nist.gov/dads/HTML/isomorphic.html



i EREEEE 40 1) 51

HR O WY EEATE TREAY Ui a2 e T SR TrER, - EES
BR - ARIEFREH] - a) FHAYIUERECE SFEEAN AT LIEDZ b)) HERRETRME - T
T iR IR AT B R AR IR S BIRT R - TR RUATLSE » B EAEIEARTIRIGE 00 B2
FEIFILE AQ ~ BO ~ CO » 43R5 —fF 0 - [ 01 ~ 02 ~ 03 B2 Al ~ A2~ A3~ Bl »
B2-B3-Cl-C2-C3-
RSB R BUEAS & 2SR - ST B EER T - U EEEN
H#E ST IS R T ERCR R I B E A =L
(—) #2E 1 P EE AR R
A EUEREEA  RATRFE IR E A E AR | (E A8 - 3 (EmmE 3
&% - ZREehl 1 1 (Em - BOF0ER 1 {E AR - 2 {Emmed 3 (@8 o & B R
B¢ VFE (18, 32, 48) JaZ= VFE (1, 2, 3) - HERRFEEEIE AT ¢
VFE (18, 32, 48) - VFE (1, 2, 3) = VFE (17, 30, 45) = 17+30-45=2.

(=) 2R 2 (e R AR R T B
#2522 EPEmES YRR - TSR —(E Y me BA R 2 E AR - 6 i
Bl 6 &g - ARpEAE L 2 R - BISIER 2 (AR - 4 (Eimed o i - 4 BRE
Ho &€ VFE (18, 32, 48) {2 2*VFE (1, 2, 3) - HEGUF MBI EAZAT -

VFE (18, 32, 48) - 2*VFE (1, 2, 3) = VFE (16, 28, 42) = 16+28-42=2.

(=) #F | FEe TR R
B | HeFREER > BRMEEReFEREENT 1 [EmE; - 4
il 4 {E:8 » ARERnh L 1 {EE - BIHOER 1 EmEG - 3 Eme 4 {8 - & BRI
S0 E (¢ VFE (18, 32, 48) i VFE (1, 3, 4) - HERFIFFEBETEAZMT -
VFE (18, 32, 48) - VFE (1, 3, 4) = VFE (17, 29, 44) = 17+29-44=2,

(P9 K 2 (87 R AR AR R
#i2k 2 HeFIEienIRR - JOTREHIE: 2 e Eae Eany 2 {Eas - 8
e 8 fliig - PR1%HH L 2 A - BOORR 2 (8 AL ~ 6 (Fimed 8 (&% - # > B
KA BOR & 1E VFE (18,32, 48) 25 2*VFE (1,3, 4) - HEGRAHEEETEAATT

VFE (18, 32, 48) - 2*VFE (1, 3, 4) = VFE (16, 26, 40) = 16+26-40=2.



52 S AHA T

5.1 tRiGRE

SRR - BN - MITERITRCF O SRETRIORAE - X ARSI - 0 &
e 1 (EELAIAEES 00 Bl 2 (/L ik AO BIARSE BO « S5k AO BLARKE BO » 435
SRR ST B HEOBTY - PIEHE | BEATLERS 00 81 2 (EEMAY S
A0 BLAEAS BO » A RIRTARELATAAL -

5.1.1 4B4E 00
FEAS 00 (X4 4 (B2 B BRI /SRR MERS EL AT © aHAS 00 - fHAS 01 - fEfS 02 -
PEAE 03 - #h2E 1 (E U E S ATA BURERS 01 BUBKEIRFI 8 BIEWTT -
VFE (18, 32, 48) - VFE (1, 2, 3) = VFE (17, 30, 45) = 17+30-45=2
[FIfEH - RISAEHATY 2 [EE - T RefiEi = - BMHER 2 [@#EE 2 (AU eEagsRT
AR AEES 02 BAMEAE 03 pOBRRI RS - EFEMT ¢
VFE (18, 32, 48) - 2*VFE (1, 2, 3) = VFE (16, 28, 42) = 16+28-42=2.

5.1.2 SE&E A0

RS A0 fRZR—#H 4 lEA R N RATRAT AR © fRAS AO ~ fHES Al - fHAS
A2 ~ G A3 - B | BV ESAONTA B SEAS Al HURBKR R R STEATT ¢

VFE (18, 32, 48) - VFE (1, 2, 3) = VFE (17, 30, 45) = 17+30-45=2

[ > DRI AHARAY 2 (EPUEHE N REHER S - B Ea 2 (AR 2 (EPI AR T
AR ¢ GEES A2 BLERE A3 YRR ERL  STEANT
VFE (18, 32, 48) - 2*VFE (1, 2, 3) = VFE (16, 28, 42) = 16+28-42=2.

5.1.3 48%% BO

ks BO Fk—iH 4 (B A BRI ST SRS AR ¢ sHiG BO - wHAE B~ S
B2 ~ #Hf# B3 - #iZE | (HIUEBERIATASIEAS Bl AVBChIF LR SHEAT -

VFE (18, 32, 48) - VFE (1, 2, 3) = VFE (17, 30, 45) = 17+30-45=2

[FIbEH - RIS AHARRY 2 (AP ERS S RERER S - RFIEHER 2 (= 2 BV RRAYT



L =

40 HH

470 - fEAS B2 BAfHAS B3 RUBKRIRRER  STEAT ¢

VFE (18, 32, 48) - 2*VFE (1, 2, 3) = VFE (16, 28, 42) = 16+28-42=2.

Bowtie00 Bowtie01 Bowtie02 Bowtie03
L7 || Ba || €a || Ba
| \ |

BowtieA0 BowtieAl BowtieA2 BowtieAd

BowltieB0 | BowtieB1 BowtieB2 BowtieB3

53

[@/\ G 00 - fEAT AO BduERS BO HIRTAER

5.2 RRELGIREER
R S IR RIS R B AR R e A 7S T B 55 ATDUMEAHR IR 00 BL#FE 00 RufEd:
AR R EMEEE -
5.2.1 HRJR 00 ST4EY

FBARIR 00 BEARIEA EHEIEPRETRS » I G —HIume  FMEEEE
2 {EPYEE - # EE—ERRR 01 fiTA= 2 - HRIR 01 AUBRRIRFIESL - STET ¢
VFE (18, 32, 48) - 2*VFE (1, 2, 3) = VFE (16, 28, 42) = 16+28-42=2



54 Sl A I T

522 @ 00 iR
RIS 00 BT TAEFI5 M  TMEra—(EaS 01 f74: - s 01 fomksy
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A Study of Napoleon Paper Building Blocks
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Abstract

A general concept of building blocks is of 3D geometric graphics pre-
sented by their different appearance. The shape of each individual building
block is initially confined. Constructors must conceive the design pattern
and then select different building blocks to construct the patterns. There-
fore, converting a rhombic tessellation motif into a 3D tessellation model
is an essential goal of paper building blocks. Reusability and capability of
coloring are two specific features of paper building blocks. Combinations
of building blocks including the prime models are reusable. These import-
ant features are irreplaceable by wooden and plastic building blocks. The

creativity is productivity and an innovative force as well.

This study starts with description of the basics of Napoleon plane tes-
sellation and a development of 8 basic building blocks such as Bowtie,
Wing, Teardrop, Bar, Boat, Star, Chevron, and Carp that are made of a rho-
mbic 32-iamond through four construction processes. In order to increase
the number of types of building blocks, we developed two steps to create
54 types of primary, secondary, and derivative models. We also create in-

novative models including handles by combining these building blocks.
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Based on a polyhedron's numbers of vertices, faces, and edges, we can cal-
culate its Euler characteristic. Furthermore we construct and verify the ge-

nus-n combinatorial models.

Key Words: Napoleon motif, Euler-Poincare formula, Euler characteris-

tic, genus
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Active simulation of grounded inductor using CFCClIIs

Yung-Chang Yin

Department of Electronic Engineering, Fu Jen Catholic University,
Taipei 242, Taiwan, R.O.C.

Yung-Chwan Yin
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Chia-Yi 613, Taiwan, R.O.C

Abstract

The simulation of grounded inductor using two four-terminal active
current conveyors (CFCClIs) and three passive elements is presented. Pro-
per selection of the values of the passive elements can yield very large as
well as very small of simulated inductances. The grounded inductor simu-
lated can be used in the LCR passive filters. Thus, these filters are suitable
for monolithic implementation. Meanwhile, their advantages include low
component sensitivities and the ability to utilize the extensive knowledge
of LCR filter design. Finally, the experimental result of a RLC passive

bandpass filter confirming the theory is included.
Key words: four-terminal active current conveyor

I. INTRODUCTION

In recent years, four-terminal active current conveyor (CFCCII) has become very popular
because of its high signal bandwidth, great linearity and large dynamic range [1][2]. Many ap-

plications in the realization of various filter functions using some CFCClIs have been published

*Corresponding author.

E-mail:yin@ee.fju.edu.tw
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[3]-[14]. However, the inductance-simulation circuit has never been presented. In this paper,
two CFCClIs and three passive elements are used to design simulated grounded inductance.
In the area of active filter design, inductor simulation has attracted considerable interest,
because the advantage of designing active filters by simulating the inductor of a passive LCR
realization of the filter include low component sensitivities and the ability to utilize the exten-
sive knowledge of LCR filter design. In addition to the above advantages, the CFCCII can also
circumvent the finite gain-bandwidth limitation of the conventional operational amplifier.
Meanwhile, it can also offer both a constant bandwidth and a high slew rate (i.e. 2000 V/us) [3]
[4]. On the other hand, the grounded inductor is also frequently required for the design of ana-
logue IC building blocks. It is, therefore, attractive to use CFCCII-based circuits for simulating
ground inductors. In this paper, a grounded inductance simulator using two CFCCIIs and three
passive elements was constructed. This inductance simulator was used to RLC passive filters
to enjoy the advantages of the RLC filters. Finally, the RLC passive bandpass filter using the

proposed simulated inductor is experimentally verified.

ILCIRCUIT DESCRIPTION

The circuit symbol for a CFCCII is shown in Fig.1. The port relations of a CFCCII can be
characterized as i,==i,, v,= v,, i,= O and i,= i.. The '+"and '— " signs of the current i, denote
the non-inverting and inverting, respectively. The proposed simulation of grounded inductor
circuit is shown in Fig. 2. Using the standard notations of ideal CFCCII, it is easy to show that

the input impedance of the circuit of Fig. 2 can be expressed as

7 4%

1
=g (D

where Z,— Z; are the impedances. If the impedances are chosen as Z,= R,, Z,= R,, and

Z;= 1/SC shown in Fig.3. This is equivalent to an inductor with inductance L,, given by
L.~=RR,C (2)

From the above equation, it can be seen that by properly selecting values of the resistors

R, R, and the capacitor C, very large as well as very small values of inductance can be easily
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obtained. Clearly, the grounded inductance simulator is constructed.

III. EXPERIMENTAL RESULTS

The AD844 can be used to construct as a CFCCII. The proposed grounded inductor simu-
lated was experimentally tested using R,= R,= 1KQ, C = 1uF and AD844s, so this is equiv-
alent to an inductor with L, = 1/. Then, this grounded inductor simulated was used in the re-
alization of the RLC bandpass filter shown in Fig.4 (a), and the transfer function has a biquad-

ratic bandpass characteristic with

(J.,, S
Vout _ CR
Vin ‘792_'_5 (L)*_L (5)
l CR L(‘(fC

1
L.

eq

)IIE

the central frequency: w,=(

<

1/2
7

the quality factor: # = R(
2

From Fig.4 (b), a biquadratic bandpass filter was constructed with R = 10°Q, C = 1uF
and Leq=1H. The resonance frequency was monitored and measured and the corresponding in-
ductance value was calculated and compared with the theoretical value calculated using equa-
tion (2). The experimental results for the gain and phase responses shown in Fig.5 (a) (b) show
a good agreement between theoretical calculations and practical measurements. The theoretical
analysis correlated with the measured results with few errors which due to the errors of the use

of passive elements.

IV.CONCLUSION

The realization of grounded inductor using two four-terminal active current CFCCIIs and

three passive elements has been proposed. A proper selection of the values of the resistors and
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capacitor, of Fig. 2, can yield very large as well as very small of simulated inductances. The ad-

vantages of designing active filters by simulating the inductors of a passive LCR realization of

the filter include low component sensitivities and the ability to utilize the extensive knowledge

of LCR filter design. Meanwhile, these filters are suitable for monolithic implementation. Fin-

ally, the experimental grounded inductors results of a LCR bandpass passive filter confirmed

the theoretical analysis.
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(b) Bandpass filter circuit used to test the inductor realized using circuit of Fig. 3

Fig.4 (a) : The prototype passive bandpass filter

(b) : Bandpass filter circuit used to test the inductor realized using circuit of Fig. 3
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(a) The gain response curve of the banspass filter using simulated inductor.
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(b) The phase response curve of the banspass filter using simulated inductor.

Fig.5 (a) ' The gain response curve of the banspass filter using simulated inductor.
(b) : The phase response curve of the banspass filter using simulated inductor.
* : Experimental result for banspass gain
+: Experimental result for bandpass phase

—: Ideal curve
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Uniform Consistency of Kernel Density Estimator

under g-mixing

Wann-Jyi Horng
Department of Finance, Ling-Tung University,
No. I Ling-Tung Road, Nantun, Taichung, Taiwan.

Abstract

A limiting behavior and convergence rate of a kernel density estim-
ator under a-mixing condition are studied. As the domain of density func-
tion is compactly supported, we know that the traditional density estimator
will encounter the problem of the boundary effects. In order to improve the
limiting behavior and convergence rate, one follows the idea of linear-fit
method to construct a new weighted kernel density estimator. In this paper,
the limiting behavior, the convergence rate and some properties of the pro-
posed estimator are given. The proposed estimator does not need to im-

prove on the boundary regions under the condition of a-mixing, and its

convergence rate is achieved , O (n'zgp% (loglogn) 5%}&) for all p=1.

Keywords and Phrases: kernel density estimator, boundary effects, ban-
dwidth, uniform consistency, convergence rates,

bias reduction, a-mixing.

1. Introduction

Let Xi,....X, be a-mixing sequence of random variables. X; has a distribution function F(x)

and probability density function f{x) and mixing coefficient a(n), a(n)—0 as n—co. The o-

*Corresponding author. Tel: +886-2-29052451
E-mail: hwj@mail.ltu.edu.tw
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mixing coefficients of the sequence {X;} of random variables is defined by

a(n) = sup sup{|P(4nB)—P(A)P(B)|: Ae 3}, Be 3., |,
k=1.2

(-

where 3 :cr(X, :mSt<n), —w<m<n<ow,and o is the o algebra.

In the literature, various estimators for flx), based on a random sample X1 ,..., X,, have been
proposed and their properties are studied, for examples, the monographs by Wand and Jones
(1995), Simonoft (1996), Silverman (1986) and Prakasa Rao (1983). An ordinary kernel esti-

mate for fis defined as follows;

= n - X
j.rp(X;;?) = i Z K{ ! s }: (1)

where K is a (symmetric) kernel function and 4 = #(n) is called the bandwidth.

This estimator (1) is called the kernel density estimator (Parzen, 1962). The studies of },p
can refer to, for examples, Kim and Lee (2004), Cai and Roussas (1992), Kim and Cox (1996),
Schuster (1969) and Stone (1982). When point x is near the boundary of their support, the ker-
nel density estimator (KDE) (1) has suffered a serious problem of boundary effects. Some
boundary modification methods have been proposed by, for examples, Jones and Foster (1996),
Muller (1993) and Jones (1993).

In this paper, we will relax the constraint that the density estimator has to be a bona fide
density, and propose a new weighted KDE which does not encounter boundary effects. The pro-

posed method uses the idea of linear fit. The method of linear fit is assumed as follows:

Min &' = Miny(f — 4, B)([ - 4,..5),
where 7' = (tG,fl,...,tp),E - (ﬂ(}:ﬁ])"‘:ﬂp)a g=(f - Ame)»

o =1 nh KiG-X) (- X)) b

i=1

B ,..., B, are the unknown parameters and 4,, is given as below, for all
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k=0,1,2,....p and p=1.

According to linear fit method, we minimize ¢'c with respect to B denoting the solution of

~

])5 by Z)’ Further to calculate and use the Cramer's rule for f,. Denoting f3,= “'pﬂ, we can get a new

weighted kernel density estimator which is given by

der(U,, (*=%10y)

. 1 & € p+l h x—-X,;
k) =—0 K j

fp+l( ) nh ; def(A!,.u) { h }

:L” W xﬁXj ,
nh ‘= h

where, W(14)=% K(uy, Apirand Uy () are (p+1)x(p+1) matrices, det () de-
prl

(2)

notes the determinant. Here 4,.; and U,:;( ) are defined as below:

i SO Sl Sz Sp 1
S8 8 - Syu
Apat =| . o ’
L Sp Sp+l Sp+2 SZp 2
and
I I S, S, |
(X—XJ-)/h Sz S;)+1
_X_j : :
Up+]( h ) - s
M((X—Xj)/h)p Sper 0 Sz
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1 X— X~V s
S, =—|K Idy,
; hJ { ; }( =)/ dy (3)

forall j=0,1,...,2p and p=>1.

Here we use the estimator of ]A‘pﬂ to estimate f{x), for all p=1. We will study the limiting

behavior and convergence rates of estimator (2) which does have the uniformly consistency
property.

From (2), we know that it does have a nice property which is given by

1 B - - m
. jK{ - }dez(Upﬂ(%))(x—f) du =0, )

form=1,2,...,....p= 1. We know that the above result by the linear algebra theory.
This paper is organized as follows: in section 2, we state the main results of estimator (2)

and give the explicit formula for convergence rates. In section 3, we give the proofs of the main
results.

2. Main results

In this section, one states the main results of estimator (2). Before one states the main re-
sults one will give the following assumptions:

(A1)X,, ..., X, is a-mixing sequence with the probability density function f(x), f(x)

is bounded on its domain, and continuous at the point x and f'™)(x) exists, for m
=p+1 and p=1. Suppose that f satisfies the Lipschitz condition

|fix)— fiy)|£Clx — y|, Cis a constant.

det(U , (1)) _ . : ,
(A2)W(u) = ———————K(u) is bounded variation. K(') is the kernel function
det( Ap+l )

and satisfies
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limsup | u** P K (u) | < o0 , for each k=0 and p<1.
|

= logn .
(A3) Z 5 (loglogn)"*"a(n) converges for some >0, the condition of Cai and

n=|

Roussas (1992).

Let us now give the main results of the estimator (2). In the following Theorem 2.1, we

give the strong convergence of the estimator (2) at the point x&(-c0 , c0),

Theorem 2.1. Assume that conditions (Al)—(A3) is satisfied. And suppose that h—0 and

nh—co, as n—co, then we have

~

sup | [ (xh)— f(x)| >0, (5)

xe(—o,m)

almost surely, as n—co,

Let [a, b] be the compact support of f{x). In the following Theorem 2.2, one give the
strong convergence of the estimator (2) at the point x€[a , b], for example, a=0 and b=1.
Theorem 2.2. Assume that conditions (A1)—(A3) are satisfied. And suppose that 4~—0 and

nh— oo, as n— oo, then we have

SEpr] Fpa(xih) = £(x)| >0, (6)

almost surely, as n— oo,

Remark 1: The estimator (2) has the strong convergence property as that of the traditional

kernel density estimator as p=1. As the domain of f(x) is compactly supported, the strong
convergence of jﬂr p+1(x 5 h) is also held. The proposed estimator does not have the problem of
boundary effects, for details, refer to Fan and Gijbels paper (1992).

If f**D(x) is uniformly continuous function on (-c , o), then, we have the following the-

orem about the convergence rate of the estimator f 10 5 ).
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Theorem 2.3. Under the assumptions of Theorem 2.1 and assume that f**"(x) is uniformly

continuous, then we have

wp | Foa(uh)— £() | = O(hPH 4 L1887 7

xX&(—o0,20) nh

I

for p=1. As h :O((L)nfpﬂ‘ ), we also have
loglogn

_ pHl p+l
sup | fpu (i) = f(x)| = O(n 2P** (loglogn) ™ ). ®)

xe(—w,m)

If f1r*1)(x) is an uniformly continuous function on [a , 5], then we have the following
theorem about the convergence rate of the estimatorfpﬂ(x 2 h).

Theorem 2.4. Under the assumptions of Theorem 2.2 and assume that f'*1’(x) is uniformly

continuous, then we have

A + loglogn
sup | (k) - f(x)| = O(n?*! +g—f), ©)
xela,b] n

i

forp=1. As h = O((L)}P”), we also have
loglogn

p+l p+l

sup | o (k)= f(x)| = O(n *P** (loglogn)*"** ). (10)
xe€la,b]

Remark 2: From Theorem 2.3, the convergence rate is constructed for the estimator (2). From
the Theorem 2.4, the estimator (2) is better than the traditional KDE, because it does not have
the boundary effects. For examples of why the smoother parameter / is chosen, see Silverman

(1986) and Hardle (1991). For more details on the problem of bias reduction, see Gasser and
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Muller (1979).

Remark 3: From Theorem 2.3, when the kernel function K( - ) is symmetric function, we have

+ loglogn )

sup | fpu(mh)—f(x) | = O(h?P +—="—), (1)
xe(—00,0) B ‘\/T’l‘h
for each p=1.

3. Proofs:

In this section our main purpose is to prove Theorem 2.1-4. First, we introduce three aux-

iliary lemmas as follows:

Lemma 3.1. Let X ,..., X, be a stationary a-mixing sequence of real-valued random
variables with distribution function F(x) and mixing coefficient a(n) satisfying (A3),
and let F,(x) be the empirical distribution function based on the segment X\,..., X,.
Then

sup|F,(x) = F(x)) > 0 almost surely, as n—>co. (12)

Proof: The proof follows from the Theorem I in Tucker (1967) and the Corollary 2.1 in Cai
and Roussas (1992).

Lemma 3.2. Let X,,..., X, be a stationary a-mixing sequence of real-valued ran-
dom variables with distribution function F(x) and mixing coefficient a(n) = O (n®),
for some 8>3, and let F,,(x) be the empirical distribution function based on the segment Xi,...,

X, Let F(x) satisfy the Lipschitz condition |[F(x)— F(y)|=<Ci|x — y|, for some constant C;. Then

P {lim sup[(————)'"2 F(x)-F(x)|] = 1 =1, (13)
«  2loglogn 2

almost surely, as n—>co.

Proof: The proof follows from the Theorem 3.2 in Cai and Roussas (1992).
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For conveniences, let

Ho M Hy = Hp
H H Mz Hpy
Dp+1 = ‘ >
_aup /up+| /’lp-f-z )u2p J
and
| Hpi H Hr o Hp i
Hpi2 Ha H3 T Hpal
Ep+l - 3 : 5 ’ .
L H2p+1l Hp+l Hps2 0 Hap |

where uj=fuj K{u}du, for j=0,1,2,..., 2p+1 and p=1.
Lemma 3.3. Assume that the conditions (A1) —(A2) are satisfied. Then we have
Efpu(ih)=f(x) = O(h"™), (13)
for p=1 and xE(-co , o) orx&Ela, b.

Proof: By the calculation of expectation, as x&(-c0 , ©0), we have

Eﬁp+](x;h)
det( Up”(i;l)) g
det(4,.,)  h {

-
m }f(y)a’y

det( U, (=) {
h

x—y | &=y, EDIRT .
det(4,,,) }Z( W= R
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det( U, (") { N
h

-y B P B J(_])J, .
det(A,,) 7 }[f(J’) 2 (x=y) FN() ] dy

=0 J!

L ]

x=y
deihy) (0D fe=r)
h

=/ det(4,.,) det(4,) h

109~ 3 O o

det(Ep+] ) h .‘H‘l

detD,.) ey OOt

=f(x)+
= f@)+0@™),
(14)

from the property of (4) and the techniques of calculus underlying the conditions (A1)-(A2) ,
for p=1. Similarly, for xE[a, b] case, for @ and b are finite, or by the paper of Fan and Gijbels

(1992), we can also prove that
Efpulul)=f(x) = 0. . (15)
Therefore, the proof of Lemma 3.3 is proved.

Proof of Theorem 2.1. We know that

SUp| 711 (65) = E fpu ()|

l po X—y 1 o xX—y
= sup| — [~ w dF, (-~ " w dF
gpl ) { 2 } -] { > } §2]

2
h

xX-y
h )

IA

sup— [ | F,(») = F(») | aW (

(16)

IA

ER

% sup| F, (x) - F(x)
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by the techniques of calculus and the conditions (A1) and (A2), where v is the variation of

C det(Uya ()
O =t OT

From (16) and the Lemma 3.1, we have
sup| [ 1 (x:h) = E f (x| = 0, (17)
X

almost surely, as n—oo.

Now, we consider the expectation of _fpﬂ(x;h). By the Lemma 3.3, we have

Ej?pﬂ (x;h) = O(h?*"). Hence one can prove that
sup| Ef, 1 (x;h)— f(x)| > 0, (18)

almost surely, as #—=0 and n—co, From (17) and (18), the proof of Theorem 2.1 is completed.

Proof of Theorem 2.3. Let D,=sup«|F.(x)— F(x)|. By the Lemma 3.2 , we have

P 1"1]7/}15‘14,0"(ﬁn—)ml)”:l =1, (19)
2loglogn 2

F(x) is continuous.

By (19) as above, we have
7 . 7 . _ -1/2 /24 -1
sup | S ()= Efpu(xsh) | = O(n™""(loglogn) " h™" ). (20)

From (20) and Lemma 3.3, the proof of Theorem 2.3 is completed.
Proof of Theorem 2.2. The proof of Theorem 2.2 is similar to that of Theorem 2.1, the details

are omitted.
Proof of Theorem 2.4. The proof of Theorem 2.4 is also similar to that of Theorem 2.3, the de-

tails are omitted.
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Abstract

Wavelet-based Spike Classifier(WSC) is one of wavelet methods
which has been applied on classifications of spikes. This paper presents a
study of accuracy for the forementioned method by constructing a accu-
racy verse signal to noise table. The result shows they have a strong cor-

relation and has been used to estimate the accuracy for experiments.



