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SYNTHESIS AND THERMOTROPIC STUDIES OF A
SERIES OF PHENYL 6-(4-ALKYLPHENYL)
NICOTINATES LIQUID CRYSTALLINE
COMPOUNDS

WIN-LONG CHIA*, CHUNG-PING HSIA

Department of Chemistry, Fu Jen Catholic University, Taipei, Taiwan, Republic of China 242

HONG-CHEU LIN
Department of Material Science and Engineering, Chiao Tung University, Hsinchu,
Taiwan, Republic of China 300

Abstract

We have synthesized a new series of pyridine-containing liquid
crystalline compounds, phenyl 6-(4-alkylphenyl) nicotinates (CnPNP,
n=4-8). The synthesis consists of the Grignard reaction on phenyl N-phe-
nyloxycarbonylnicotinium chloride with an 4-alkylphenylmagnesium
bromide and oxidizing the resulting 1,2-dihydropyridine intermediates by
o-chloranil to afford the desired phenyl 6-(4-alkylphenyl)nicotinates. Ex-
cellent yields (66-93%) and high a-regioselectivity on the pyridine ring
were observed in all cases. Thermotropic studies of this series of phenyl
6-(4-alkylphenyl)nicotinates were done by differential scanning calorime-
try (DSC) and polarized microscopy. Smectic A phase was mainly the only

mesophase in this series of compounds.

Key words: Pyridine-containing compounds, synthesis, thermal analysis.

*Corresponding author. Tel: +886-2-29053567; Fax:+886-2-29023209
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1. Introduction

Interest in liquid crystal (LC) technology is increasing rapidly because it is a leading can-
didate for full colour, monochrome and black and white displays in computers, aircraft and
other vehicle cockpits and for the large next-generation television market. Although some py-
ridine-containing liquid crystalline compounds have been synthesized before [1-4], there is a
large demand for new liquid crystalline materials for more advanced displays. Recently, certain
pyridine-containing liquid crystalline compounds have shown enhanced properties in display
application [5].

Regioselective addition of an organometallic reagent to 1-acylpyridinium salts [6] has pro-
vided us a route to synthesize pyridine-containing liquid crystalline compounds in a convergent
manner, in short steps and in excellent yield [7]. Previously, we have prepared various 2- or 4-
substituted pyridines and alkaloids by this method [8]. Recently, we have successfully applied
this methodology to prepare liquid crystalline 5-substituted 2-(4-alkylphenyl)pyridines [7]. In
this paper, we report a facile and efficient synthesis (Scheme 1) of a series of liquid crystalline
phenyl 6-(4-alkylphenyl)nicotinates 4 (CnPNP, n=4-8), their phase transitions and mesomor-

phism studies using DSC and polarized microscopy.

2. Experimental

2.1 Synthesis

Phenyl 6-(4-alkylphenyl)nicotinates (CnPNP, n=4-8) were synthesized using the
Grignard reaction of 4-alkylphenylmagnesium bromide to react with phenyl N-phe-
nyloxycarbonylnicotinium chloride. The resulting 1,2-dihydropyridine intermediates were ox-
idized with o-chloranil to afford the desired products (Scheme 1). A representative syntheses
of compounds CnPNP (n=7) is described below.

For 3d: To a solution of 1-bromo-4-heptylbenzene (10 mmol) in 20 ml THF was added
freshly dried magnesium granules (11 mmol) under an inert atmosphere. The Grignard solution
1 was then slowly added by syringe into a preformed solution of nicotinium chloride 2 (10

mmol phenyl chloroformate, 10 mmol phenyl nicotinate, 20 ml dry THF at -20°C, 0.5 h) at
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CnPNP,n=4-8

Scheme 1. Synthesis of phenyl 6-(4-alkylphenyl)nicotinates 4 (CnPNP, n = 4-8).

-20°C. The resulting solution was warmed slowly to room temperature and stirred for another
8 h. After evaporation of the THF, the residue was extracted with ether. The crude 3d was ob-
tained by washing twice with 10% HCI solution and brine and by drying with magnesium sul-
fate. For 4d (CnPNP, n=7): To a solution of 20 ml dry toluene and crude 3d was added about
1.5¢eq. o-chloranil. The reaction mixture was heated to reflux for a number of hours under nert
atmosphere and then quenched by adding 25 ml IN NaOH solution and 25 ml ethyl ether and
filtered through celite. Normal aqueous work up and isolation with column chromatography
(Si02, 1:1 methylene chloride: hexane) affords the product 4d (85%). The analytically pure 4d
(CnPNP, n=7) white crystals were obtained after several re-crystallizations from methylene
chloride : methanol (1:5): for example, for the 4d (CnPNP, n=7), 'H NMR (300MHz, CDCl;):
9.43 (d, 1H, J=2.1 Hz), 8.47 (dd, 1H, J,= 8.1 Hz, J>=2.1 Hz), 8.02 (d, 2H, /=8.4 Hz), 7.86 (d,
1H, ./ =8.4 Hz). 7.5-7.43 (m, 2H), 7.36-7.2 (m, 5H), 2.68 (t, 2H, /=8.1 Hz), 1.72-1.62 (m, 2H),
1.37-1.27 (m, 8H), 0.89 (t, 3H, J = 6.6 Hz). *C NMR (300MHz, CDCl;): 164.168, 161.647,
151.540, 150.752, 145.624, 138.390, 135.649, 129.656, 129.162, 127.455, 126.213, 123.454,
121.726, 119.690, 35.889, 31.899, 31.402, 29.336, 29.255, 22.745, 14.175. FTIR (KBr): 2922,
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1738, 1591, 1489, 1198, 775.
The other homologues of series CnPNP, n=4-8 were synthesized and their purities confirm-

ed by methods similar to those above. All had satisfactory '"H NMR, *C NMR and IR spectra.

Table 1. Synthesis of phenyl 6-(4-alkylphenyl)nicotinates 4a-de (CnPNP, n = 4-8).

Entry n Yielda(%)
4a - 89
4b 5 93
dc 6 69
4d 7 85
de 8 66

“Isolated yield by column chromatography (methylene chloride/hexane=1:1) on silica gel.

2.2 Analytical techniques and instruments

The '"H NMR and "*C NMR spectra were measured using CDCl; solutions with an inter-
nal standard of TMS using a Brucker Avance-300 spectrometer. Thermal data were recorded
on a differential scanning calorimeter (Perkin Elmer DSC7) at a heating/cooling rate of 5 K
min’' over a temperature range from 300 K to above the clearing point. The textures of the
liquid crystalline phases were observed with a polarizing microscope, Olympus BH-2, equip-
ped with a Mettler FP82HT hot stage, at a heating/cooling rate of 5 K min-1. Crossed polarizers
were used. The IR spectra were measured using KBr disks and a Perkin Elmer 1600 Series

FTIR spectrometer.

3. Results and Discussion

3.1 Synthesis of phenyl 6-(4-alkylphenyl)nicotinates

In studying the effect of molecular structure on liquid crystalline properties, it is often
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profitable to examine the effects of making relatively small changes in the molecular structure
of one particular type of liquid crystalline compound, i.e., retaining the greater part of the
molecular skeleton unaltered [9]. Therefore, a series of phenyl 6- (4-alkylphenyl)nicotinates 4
(CnPNP, n=4-8) were efficiently synthesized by using the Grignard reaction of 4-al-
kylphenylmagnesium bromide 1 to react with phenyl N-phenyloxycarbonylnicotinium chloride
2, and the resulting 1,2-dihydropyridine intermediate 3 was then oxidized by o-chloranil (Sche-
me 1). Contrast to the previous method we used [7], phenyl choloroformate was used in this
experiment to prepare the electrophile phenyl N-phenyloxycarbonylnicotinium chloride 2.
Yields of phenyl 6-(4-alkylphenyl)nicotinates 4 were found to be excellent in a range of

66-93% (Table 1). High a-regioselectivity on the pyridine ring were observed in all cases.
3.2 Thermotropic behaviour of phenyl 6-(4-alkylphenyl)nicotinates

Thermotropic behaviours of phenyl 6-(4-alkylphenyl)nicotinates (CnPNP, n=4-8) were
observed by a polarized optical microscope. 4b, 4d and 4e (CnPNP, n=5, 7, 8) of the pheny!l
6-(4-alkylphenyl)nicotinates were found to be enantiotropic, whereas 4a (n=4) and 4¢ (n=0)
monotropic. Except a short range, unknown and unidentified semectic X phase observed in 4e
(n=7) when cooling, smectic A phase (Figure 1) was mainly the only liquid crystalline phase
observed in all these (CnPNP, n=4-8) compounds. One crystal-to-crystal transition and two
melting-point transitions were observed in 4d (n=7) when heating at 5'C /min under a polarized
optical microscope. A sharp transition (within a 1K range) was observed for all these com-
pounds in all phase transitions. As Gray pointed out in 1976 that many of the esters could exist
in several crystal forms and melt over a very wide temperature range [10].

The benzene analogs, phenyl 4'-alkyl[1,1'-biphenyl]-4-carboxylate [10-11], are usually
present in nematic phases. We were curious why smectic A phase was the main liquid crystal-
line phase observed. However, it is well known that [9] in the smectic layer, dipole moments
acting across the long axes of the molecules will reinforce one another and be of importance in
enhancing lateral attraction which retain the smectic order. Perhaps it is the dipoles of both py-
ridine and ester functional groups opposed to each other within the molecule which cause the

enhanced lateral attraction and preferably form the smectic A phase.
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Figure 1. Focal conic fan texture of the mesophase of CnPNP, n=7 arises from isotropic phase on

cooling to 82°C. Polarized optical micrographs with magnification of x400.

The phase transitions and mesomorphic transition enthalpies of phenyl 6-(4-alkylphenyl)
nicotinates (CnPNP, n=4-8) were also investigated by DSC. From Table 2. a general decreas-
ing of melting points was observed when heating at 5°C/min as the series is ascended. High
melting temperatures of 4a (n=4) and 4¢ (n=6) results in their having no smectic phases while
heating. Generally, odd numbers of alkyl chains provide higher isotropic-to-smectic transition
temperatures and wider mesomorphic ranges than those even-number homologues. The aver-
age value of the melting enthalpies of phenyl 6-(4-alkylphenyl)nicotinates (CnPNP, n=4-8) is

65.84 Jg'. The smectic A-to-isotropic transition enthalpies are around 5 Jg''.
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Table 2. Transition temperatures ( C ) and enthalpies (Jg') by
DSC for compounds 4a-de (CnPNP, n = 4-8).

Entry n Phase transitions/C (corresponding enthalpy changes/ Jg-1 )
4a 4 Cr 116.4(77.14)1 89.7(-8.30) Sa 70.9(-47.11)Cr
4b 5 Cr 106.3(67.06)SA 111(8.21)I 106.7(-11.41) Sa 74.5(-53.92)Cr
4c 6 Cr104.74(67.23)1 92.9(-6.61)S4 66.8(-50.25)Cr
4d 7 Cr 70.9(12.45)Cr" 95.1(42.43)S, 110.6(5.08)] 101.8(-10.76)SA 66.4
(-26.79)Sx 64(-12.49)Cr

4e 8§  Cr96.3(62.89)Sx 110.7(4.87) 1 101.1(-6.87) Sa 73.3(-62.5)Cr

aCr = crystal, SA = semectic A phase, S\ = Se]nectic X phase’ I= iSOtrOpiC phﬁse.

*Two melting-point transitions were observed for this compound.

In conclusion, we have synthesized a homologous series of pyridine-containing liquid cry-
stalline compounds, phenyl 6-(4-alkylphenyl)nicotinates (CnPNP, n=4-8), and investigated
their phase transition behaviours. 4b, 4d and 4e (CnPNP, n=5, 7, 8) of the phenyl 6-(4-al-
kylphenyl)nicotinates were found to be enantiotropic, whereas 4a (n=4) and 4¢ (n=6) monotro-
pic. Except a short range, unknown and unidentified semectic X phase observed in 4e (n=7)
when cooling, smectic A phase was the only liquid crystalline phase observed in all these
(CnPNP, n=4-8) compounds. The pyridine ring in the rigid core should give a dipole moment
preferentially in the lateral direction relative to the molecular axis, so increasing intermolecular
lateral interactions. This may be related to the generation of soly the smectic A phase. By con-
trast, for example: the benzene analogs, phenyl 4'-alkyl[1,1'-biphenyl]-4-carboxylate, are

usually present in nematic phases.
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Realization of Current-Mode Notch and All-pass
Filters using Single CFCCII

Yung-Chang Yin
Department of Electronic Engineering
Fu Jen Catholic University
Taipel, Taiwan 242, R.O.C.

ABSTRACT

A new circuit configuration for the current-mode first order and bi-
quadratic filters using a single four-terminal active current conveyor
(CFCCII) is presented. The circuit configuration can be used to synthesize
notch and all-pass functions. The all-pass circuit uses three resistors and
only one capacitor. The active and passive sensitivities of the notch filter
have been calculated. Moreover, the quality factor 9 and the central fre-
quency @, of the notch filter are insensitive to the current tracking error of
the CFCCII. Finally, three experimental results are included to verify the

theoretical prediction.

Key words: four-terminal active current conveyors, sensitivity

I. INTRODUCTION

Some recent literature has mentioned that the circuits based on current-mode amplifier
will operate at high signal bandwidth, with greater linearity and with a larger dynamic range
than their voltage-mode counterpart[1][2]. In addition to the above advantages, the current-
mode approach can easily cascade the current-mode filters without additional matching circu-

its. Hence, the current-mode circuits have been receiving significant attention in the field of

* Corresponding author. Tel:+886-2-29053801
E-mail: yin@ee.fin.edu.tw
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analogue signal processing[3]-[10]. The four-terminal active current conveyor (CFCCII) can
circumvent the finite gain-bandwidth limitation of the conventional operational amplifier and
offer both a constant bandwidth and a high slew rate (i.e. 2000 V/us) [3][4]. Therefore, applic-
ations in the realization of various filter functions using some CFCCIIs have been published
[11]-[15]. In 1996, Gunes and Anday presented a multifunction biquadratic filter using three
CFCClIs [12]. In 1998, Chang and Tu proposed two universal active filters with current gain
using four CFCCllIs [13]. In 2003, the author used two CFCClIs to synthesize biquadratic filters
[14]. In 2004, the author used single CFCCII to synthesize highpass, lowpass and bandpass fil-
ters [15]. However, the current-mode notch and all-pass filters using only one CFCCII have
never been synthesized. For this reason, the objective in this paper is to apply a single CFCCII
to synthesis the circuit configuration for current-mode notch and all-pass filters. These pro-
posed current-mode filters have high output impedance, so they can be cascaded without addi-
tional buffers. The all-pass circuits have minimum passive elements. Furthermore, the quality
factor 9 and the central frequency m, of the notch filter are insensitive to the current tracking
errors of a CFCCII. Finally, three experimental results are given to confirm the afore mentioned

theoretical analysis.

II.CIRCUIT DESCRIPTION

The circuit symbol for a CFCCII is shown in Fig.1. The port relations of a CFCCII can be
characterized as i. =— i, v»= v, i,=0, and iy = i.. The proposed circuit using a single CFCCII
is shown in Fig.2 and the transfer function can be expressed as:

[n :YEYS_YI}/‘l (1)
L, LhL+hY,

where Y, - Ys are the admittances. The notch and all-pass filters can be described as below:
1.The current-mode notch filter:
If the admittances are chosen as Y, = G, Y2 =8C:+Ga, Y3 =58C+Gs and Yi=8Cy, equa-

tion (1) will be

Lz SEC1C1+S(C163+C3GJ_C4GJ)+G2G3 (2)
L, S'C.GS(CGHC GAC.G)TG6.6+G Gy
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hence, it C>Gs + C5GH = Cy(y, a second-order notch filter, shown in Fig.3, can be construc-

ted. The central frequency ®, and the quality factor 3 are given by

GG +GGs

CiC P (3)

the central frequency: @, = (

[GO(GGHG G, 1

the quality factor: 9 = { COH.CE ! (4)

The quality factor ¢ and the central frequency w, of the proposed filters are derived.
2.The current-mode allpass filter:

If the admittances are chosen as Y, =SC,, V,=Y,=G, V3=G; and Y, =G, Yo=Y, =G,
Y; =8Cs , thus two first order current-mode all-pass circuits are constructed. The all-pass filter,

shown in Fig.4(a) and Fig.4(b), are given by the following equations, respectively:

I,  —SHG/C]

1. SH[G/G] (5)
I, §—[GG]
L, S+[G/G:] (6)

Thus, the circuits yield a phase from 0° to -/80° and from /80° to 0° without constant
loss in an all-pass characteristic, respectively. Clearly, notch and all-pass filters using single
CFCCII have been realized. Meanwhile, the central frequency @, and the quality factor  of the

notch filter are also derived.

IILSENSITIVITY ANALYSIS AND

Taking into consideration the non-idealities of CFCCII, namely Vi =aV,,a=1-g,,/e/ <<
1, denotes the voltage tracking error and [/, = ., f= 1-&,, /e2/<< 1, denotes the output current

tracking error, the transfer function (1) becomes

I, _Bl(0 —a)V\ Y;+Y, Y, —al, Yi]

1in (] *G)Y|Y;+Y1 Y3+Y2 Y3

(7)

By relating a sensitivity parameter F to the element of variation X; by
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it is easy to show that the active and passive sensitivities of the parameters w, and 3 can

be expressed as:

1. The passive sensitivities of the parameters », and 3

I SOOI BRI €1 € S €€
b

S&";n_j, G G __7» (,:_2AL G‘_ZA]

:Gz[(G\+G3)(G1C3 i G\Cz = G1C;)]
2AA,

Se.

_GGHGHC.GHC,G — GGy
2A A,

5

] =G|Gz(Gzcs - Gscz _ Glcz)
G, G 2A|A3

_G(GHG)CGHCG, G — CGy)

i)
Sa. 2A A,

2. The active sensitivities of the parameters w, and 9

o — Qo — O — O —
Se=85=8:=5,=0

where /A 1=G1G2+G2Gs and A=CrG3+C3 G+ 0L Gy

The passive and active sensitivities of notch have been derived. Clearly, the passive sen-
sitivities of the proposed filter are very low. Moreover, the natural frequency w, and the quality
factor 9 of the proposed current-mode filters are insensitive to the current tracking error of a
CFCClII.
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IV. EXPERIMENTAL RESULTS

To verify the theoretical prediction of the proposed circuit, three filter prototypes have
been constructed with discrete components. The AD844 can be used to construct as a CFCCIL.
All the experiments of the three mentioned filters are described below:

a) A biquadratic notch filter, shown in Fig.3, was constructed with

Gi=G=G3=10"° Q', C;=Cs=1uF, and C4=2ufF. The experimental results for the
gain and phase responses are shown in Fig.5(a)(b).

b) Two allpass filters, shown in Fig. 4(a)(b), was constructed with G,=
Gs=G=103,G3= 102 Q!', C;=1uF and G,=10-3 Q!, G>= G4=G =107 Q!, Cs=1uF,
respectively. The experimental results for the phase responses of Fig. 4(a) are
shown in Fig.5(c) varying from 0° to -180° and Fig. 4(b) are shown in Fig.5
(d) varying from 180° to 0° .

The theoretical analysis correlated with the measured results with few errors which due to

the errors of the use of passive elements. However, the experimental results confirm the results

of the theoretical analysis.

V.CONCLUSION

A new configuration circuit of notch and all-pass filters using single a CFCCII has been
presented. These filters can be achieved from the same configuration. The proposed current-
mode single-CFCCII filter can be easily cascaded with matching circuits. The central frequency
, and the quality factor 9 of the notch filter are insensitive to the current tracking error of a

CFCCIL Finally, three experimental results confirmed the theoretical analysis.
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Fig.2. The proposed circuit using a single CFCCII



Realization of Current-Mode Notch and All-pass Filters using Single CFCCII
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Fig.4 (a): The current-mode allpass filter from 0° to -180°
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PAPM: A Novel Algorithm for Photorealistic and

Non-Photorealistic Hybrid Rendering

Chung-Ming Wang* Meng-Tan Lee**
Department of Computer Science,
National Chung Hsing University,

Taichung 402, Taiwan, R.0.C

ABSTRACT

In this paper, we proposed a novel hybrid algorithm which includes
Photorealistic Rendering and Non-Photorealistic Rendering  simu-
Itaneously. We named this algorithm PAPM. As we known, there has no
similar algorithm like PAPM to simulate Photorealistic Rendering (PR)
and Non-Photorealistic Rendering (NPR) at the same three-dimensional
scene. We adopt Photon Mapping (Jensen, 2002) as a foundation to devel-
op PAPM, which is a two-pass Algorithm. It's including view-dependent
pass (light pass) and view-independent pass (eyes pass). In light pass, we
cast photons from light source. Those photons according as material of
three-dimensional objects, to decide that photons be reflection or refrac-
tion. And those photons will stop on diffuse surfaces. We record those
photons in multi-dimension binary search tree (KD-tree) for efficient se-
arch during eyes pass. First, in eyes pass, we cast several rays to view-pla-
ne from view point. Those rays and three-dimensional objects do point in-
tersections. By the result of intersections, we can get the visible point and
the property of this object. Secondary, if the properties of objects belong
to PR, we search some photons near those visible points to estimate correct
illumination. On the other hand, if the properties of objects belong to
NPR, we use photons and three-dimensional information of those NPR ob-
Jects to do stroke-base rendering (SBR) algorithm. According to our two-

pass algorithm, we can show PR and NPR style in three-dimensional scene
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simultaneously.

We implement a rendering system by PAPM algorithm. And we use
the PC to test. By those experimental results, that show the PAPM algor-
ithm can really be reached our expected images which hybrid PR and
NPR. Summarizing our paper, we propose a novel algorithm PAPM which
no ones have presented on any scientific or technical literature. PAPM has
three advantages: (1) Hybrid PR and NPR Rendering: It can produce a sta-
tic image which includes both PR and NPR style in three-dimensional
scene; (2) Nice NPR quality: We propose 3 skills, that can improve NPR
quality in PAPM; (3) effective calculation: PAPM used two-pass render-
ing, so when view point change, we only need to calculate eyes pass be-
cause eyes pass is view-dependent. So our PAPM algorithm can be used

in various kinds of view-dependent application, such as animation, etc.

Key words: photorealistic rendering, non -photorealistic rendering, global

rendering, Photon mapping, stroke-based rendering.
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Hazard Function Estimation for Series System with

Exponentiated Weibull Components

Sy-Mien Chen*
Department of Mathematics
Graduate Institute of Applied Science and Engineering
Fu Jen Catholic University, Taipei, Taiwan, R.O.C.

Yu-Zen Dai

Department of Mathematics
Fu Jen Catholic University, Taipei, Taiwan, R.O.C.

Abstract

A three-parameter Exponentiated Weibull distribution EW(o, a, 8)
has a bathtub shape hazard function if @ >1 and #6<1. In this article, we
propose a direct estimator and an indirect estimator of the (cumulative)
hazard function of a series system by assuming that the independent com-
ponents of the system are from such type of Exponentiated Weibull dis-
tributions. It is shown that the direct estimator is better than the indirect es-

timator in the sense of sample relative mean square error.

Key words : Cumulative Hazard Function; Maximum Likelihood Esti-

mator.

1. INTRODUCTION

Hazard function is an important measure of quality in reliability studies. Fail to identify

*Corresponding author. Tel: +886-2-20052451
E-mail: srnchen@math. fju.edu.tw
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high hazard function products or components could lead to a great loss. Diverse existing shapes
of hazard function well describe the reliabilities of all kinds of products and provide solid
grounds for decision making. See Lawless (1982), Lee and Max (1991), Meeker and Escobar
(1998) and references therein for more details about hazard function.

It is interesting to note that the hazard function of an assembly product can be estimated
by observations from the product directly or from the components indirectly. A practical ques-
tion is which method of the two is better, and that will mainly our goal for this research. We
consider a series system product which is composed by two independent components from ex-
ponentiated Weibull families. In section two, we did a brief review of such family. Then we pro-
pose a direct and an indirect estimator of the (cumulative) hazard function. In section 3, a
simulation study is conducted to give an idea about the performances for both direct and in-

direct estimators. In section 4 we give some conclusions and suggestions.

2. Exponentiated Weibull Family

Mudholkar et. al. (1995) proposed the exponentiated Weibull distribtution to re-analyze
the bus data which was discussed in Davis (1952). Afier comparing the performances of expon-
ential distribution, Weibull distribution and exponentiated Weibull distribution, they found out
that the exponentiated Weibull distribution can fit the data best. In practice, D.J. de Waal(1996)
applied Exponentiated Weibull distribution on lifetime data. Per Botolt Maurseth(2001) did a
similar study on copy right protection problem.

Let T be a random variable with probability density function

flo,a.0)= %9 {1 = exp{f (;J }]{“ exp[— [é] J (é}al ,0<t<o

where the scale parameter 60 , shape parameters a>0, ¢>0, then we say T follows an expon-
entiated Weibull distribution, which will be denoted by EW (o, &, 0). For >0, the distribution

ay
function of T is Fy(t;a,0,0)= 1— exp[—[—g] J , and the hazard function of T at time t is
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hy(f) can be classified as strictly increasing, strictly decreasing, bathtub, unimodel and constant

-1

hoAto,0,0)= . The shape of

by the boundary line =1 and curve e =1, see Mudholkar ez. al. (1995). The cumulative hazard

function is

o

H.(t;0,0,0) = ﬂhr(u)du =—In(1-F,(t)) =-Indl - l-exp[—(é] J

To abuse the notation, let X and Y be both the independent components and the

life time of such two independent components from EW (a1, oy, 6,) and EW (0>, o, 05).
respectively. Similarly, let Z denote both the system and the life time of the series
system which is composed by X and Y, then Z=min{X, Y}. Let == (0, a1, 0, 02, 02, 02),
=0, 00,0,) , m=(0. 0, 6,). Then for r>0, the density function and the cumulative
distribution function of Z are f; (¢ ;m)=fy (t ;m) (1 — Fy (£ ;m))+ fy (£ 3m) (1 — Fy (t5m)) .
and F; (t;m)=Fy(t;m) + Fy(t;7)=Fy(t;m)(1 —Fx(r;m)) respectively. The hazard

foltim) | frltim)
1—Fy(t:m) 1—Fxlt,m)

lative hazard function is H, (¢ ;7)=H, (¢t ;7)) + Hy (f ;7).

function of Zis h, (¢ 7m)=hy(t;m)+ hy(t;m)= . The cumu-

In general, iz and H are unknown, and it is interesting to note that both the hazard func-
tion and the cumulative hazard function of an assembly product can be estimated by observa-
tions from the product directly or from the components indirectly. A practical question is which

method is better. Let
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I I

=Hx(tm)+Hy(t:my),

! | i

Hzt;m)y==Lun|1=|1—e 7’ ~Inll1-|1-e '

where 7,=(5,,a; ,9.) be the estimator of 7= (a,, o, 8,), i=1, 2, which can is derived from the two
components lives X and Y respectively. Then i (1:7) and H'.(z:7) are the indirect estimator
of h(t;7) and H(7;7) respectively. By the invariance property of maximum likelihood estim-
ator, both hi(r:7) and A2 (z:7) are maximum likelihood estimators of hA ;7). H.L(t:7) and
Hf(r -7) are maximum likelihood estimators of/2%7(¢;7), and they are all asymptotically unbi-

ased normally distributed for the corresponding parameter. (See [4])

3. Simulation Study

3.1 Parameter Setting

Mathematica ,Visual Fortran and Microsoft Excel are the tools we use. In this simulation,
we consider two types of sampling, call them type I and type II sampling, see Fig I(a)(b) for
definition. The sample size we use are 100, 200, 300, 400, 500, 600 due to the large sample
property of maximum likelihood estimator. For simplicity, in this research we consider the
case when o=1. i.e. Let X and Y be the lifetime of the two independent components from
EW (1, a, 6))and EW(1 , a2, 6-), respectively. Also, we redefine the following notations:
7= (a6, as 0, m=(ai, £1), and 1= (a2, &2). There are 19 models, i.e. 19 combinations

of parameters, we considered, see Table 1.
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\\ parameter ‘
% (73] & az 92
model
1 1.5 0.3 14 0.4
2 1.8 0.2 1.7 0.4
3 2 0.2
4 0.2 3 0.2
5 3 0.3
6 2 0.3
7 3 0.2
— 0.3 :
8 2 3 0.3
9 4 0.2
10 2 0.4
11 3 0.2
— 0.4 -
1i2 3 0.3
13 4 0.2
14 3 0.2
15 0.2 3 0.3
16 3 4 0,.2
17 3 0.3
0.3
18 4 0.2
19 4 0.2 4 0.2

Table 1: Models considered in the simulation study
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Generate X, ~EW(l,a,.8) » i=12,...n Generate Y ~EW(l,a,,0,) » i=1,2,..n

v

Generate Z, =min{X .Y} ' i=12,...n

-

Find MLE 7. =(a.,6:) of z,=(a,,6)via X,..X, S
. Find MLE ?T;=(CZ[,9|,(ZJ,92)
Find MLE 7. =(a@:,0:)of 7, =(a,,0,)via Y..Y

of #; =(e,@.0,,0) via Z..7Z,

v v

Compute h%(t)=hy(O)+hy(0); Hz(t) = He () + Hr() | | Compute ©%(z) and HZ()

Fig 1(a): Type I sampling

Generate Generate Generate Generate

X, ~EW(a,.6) || Y. ~EW(a,.0,) || X, ~EW(a,.0) || ¥, ~EW(a,,6,)

i=12....n =120 j=12,...n Jj=12,...n

~ i

Generate Z =min{X Y} ,i=1.2,...n
¢ Find MLE 7, =(a..6)) of =, =(a,.6,)via X,..X,
Find MLE 7 = (a.,8:,a1,0>) Find MLE 7. =(@:.8:)of 7:=(a:.8:)via Y,...Y,
of #, =(a,8.0,.0,) L
via 2.2, 5 . "
# Compute hz(t)=hx(t)+hv ()
N H5 ()= Hx(t)+Hr(f)
Compute ho(r) and HZ(r)

Fig 1(b): Type II sampling
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For iteration i, we get an estimator of the hazard function and cumulative hazard function,
namely h?, H” h! H'. We use the Sample Relatively Mean Square Error (SRMSE) for the

comparison between the performance of direct estimator and the indirect estimator, where

SNIh! ) =kt S m
SRMSE ( h,(t;7) ) =

2

h(t, )

il

5 ZU;,—D (t; 1) = h(t; 1)) J/m
SRMSE ( hé) (7)) =~

h(t; )

m m 1s the number of iteration,
D[H! (7)) -HEGA) /) m
SRMSE ( H,(t;7) ) ==

5

H{t;7)

MNH (7)) -HEGT /m
SRMSE (HJ (t;7)) = =

H(t;,7)

>0.

3.2 Simulation Results

SRMSE (H;(r ;7)) and SRMSE (fi'é’(t :7)) for all the 19 models given in Table I are all less
than 1 when the sample size is within 600. Among those, seven of them, model 1, 2, 3, 4, 6, 7,
10, have SRMSE (ﬁr%(r ;7))<1 under both sampling type I and 11

Fig 2 is the hazard functions for model 1, 2, 3,4, 6, 7, 10. As we can see that there are four
different categories. Curves which lie in the same category almost overlapped. But for models
in different category the curves are quite different, which indicates that the parameter a does

control the speed of increasing.
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60

i 1 (15,03, 1.4.0.4)|

—2 (1.8,0.2,1.7.0.4)
3(2,0.2,2,0.2)

4 (2.0.2,3.0.2)
6 (2,0.3,2,0.3)

0.01 0.9 1.79 2.68 3.58 447 536 6.25 7.14 8.03 8.92 9.81 10.7
t

Fig 2: curves of the hazard functions of 7 models.

Table I1{a)-(d) lists the value SRMSE of the direct and indirect estimators for hazard func-
tion and cumulative hazard function under type I and type Il sampling. The values of t used are
those stopping points indicate in Fig II. From the Table, the value SRMSE (/12 (1)) of model 2
(i.e. when (a1, 8\, a2, 82)=(1.8,0.2, 1.7, 0.4)) is larger than SRMSE (ﬁ:?(r)) of other models.
One reason may be because of the value a8, in this model is smaller than the a6, in other mod-
els, and the difference between 6, and ¢»6, are large. The same result is shown in model 5

also, see Table III.

model (e, 61, a2, 65) Sample size | SRMSE (h4(1)) SRMSE (h2(1)
1| (15,03,14,04) | 200 0.589711 0.024811
2 (1.8,02,1.7,04) 200 0.506467 0.079317
3 (2,02,2,02) 200 0.868775 0.008249
4 (2,0:2,3; 0.3) 600 0.819698 0.046327
6 (2,0.3,2,0.3) 400 0.813838 0.005561
7 (2,03, 3, 0.2) 600 0.780864 0.005145
10 (2,04,2,04) 400 0.678564 0.012732

Table II(a) : SRMSE of estimators for hazard function under type I sampling.
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model (a1, 01, a2, 02) i Sample size ‘ SRMSE (iz’z(f)) SRMSE (:iri’(t))
1 (15,03,14,04) | 200 |  0.827301 0.030151
2 (18,02,17,04) | 200 0.588074 0.103164
3 (2,02,2,02) | 200 0.827794 0.004189
4 (2,02,3,0.3) 100 0.887583 | 0.025727
6 (2,0.3,2,0.3) 200 0.779973 | 0.002324
7 (2,03,3,02) 300 | 0.973605 0.001726
10 (2,0.4,2,0.4) 200 0.930155 0.014694

Table 1I(b) : SRMSE of estimators for cumulative hazard function under type I sampling.

model | (a1, 01, ca, 62) | Sample size | SRMSE (hL(t)) | SRMSE (h® ()
I (15,03, 14,04) | 200 0.519868 0.152430

2 (18,02,1.7,04) | 200 0.708247 ©0.14243
3 2,0.2,2,0.2) 200 0.901402 0.005126

4 2,0.2,3,0.3) 500 0.853446 0.020443

6 (2,03,2,0.3) 400 0.947583 0.005918
7 (2,03,3,02) | 500 0789127 | 0.002202
10 2,0.4,2,0.4) 400 0783692 | 0.013447

Table II{(c) : SRMSE of estimators for hazard function under type Il sampling.

model | (a1, 61, a2, 6:)  Sample size J SRMSE (h%(1)) | SRMSE (h% (1)
1 | (15,03,1.4,04) 100 0.9478836 0.028014
2 | (18,02,1.7,04) 200 0.940906 0.193674
3 (2,02,2,02) | 100 0.965047 0.00174
4 | (2,02,3,03) 100 0.613368 0.044576
6 (2,0.3,2,0.3) 400 0.818241 0.003863
7 (2,03,3,02) | 200 0.718457 10.000609
10 (2,04,2,04) | 200 0.864922 0.016406

Table II(d) : SRMSE of estimators for cumulative hazard funection under type Il sampling.
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Fig 3 is the hazard functions for model 9 ~ 13 ~ 16 ~ 18 ~ 19 and model 5~ 8 ~ 11 ~ 12 »
14 ~ 15 ~ 17. As we can see that there are two different categories. Curves which lie in the same

category almost overlapped. But for models in different catalogue the curves are quite different

which indicates that the parameter e does control the speed of increasing.

60 —————————————— by
140 ‘ 5 2,0.23.0:3)
[ [-emeee 8 (20.33.03)
e _‘ 9 (2.0.34.0.2)
100 . 11(2,0.4,3.0.2)|
| 12 (2.0.4,3,03) |
nigy 80 132,04.40.2)|
60 | [——143.02302
| 15(3,0.2,3,0.3)
40 | 16 (3.0.2.4.0.2)
20 | 17 3.0.3,3.0.3)
__ﬂ | 18 (3.0.3.4.0.2)
=== | 19 (4.0.2.4.0.2)
0.01 0.4 08 1.19 1.59 1.98 2.38 2,77 3.17 3.56 3.96 4.35 4.75
t
Fig 3: urves of the hazard functions of 12 models.
model | (ai, 01, aa, 6) | Samplesize = SRMSE (hi(1)) | SRMSE (h% (1)
5 (2.0:2; 3, 0:3] 600 1.042445 | 0.496156
8 (2,0.3,3,0.3) 600 1.304742 0.010855
9 (2,0.3,4,0.2) 600 1.601661 0.017871
11 (2,0.4,3,0.2) 500 1.113977 0.003249
12 (2,0.4,3,0.3) 600 * 1.35691 0.008137
13 (2,04,4,0.2) 600 1.670947 0.007133
14 (3,.0.2,3,0.2) 600 1.124335 0.011689
15 (3,02,3,0.3) 600 1.088046 0.029585
16 (3,0.2,4,0.2) 600 1.288572 0.024488
17 (3.03,3,03) 600 1.546624 0.009105
18 (3,0.3,4,0.2) 600 1.308411 0.003252
19 (4,02,4,0.2) 600 1.912836 0.010710

Table I1I(a) : SRMSE of estimators of hazard function under type I sampling
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model | (ai, 61, az, 62) | Samplesize = SRMSE (h'(1)) | SRMSE (h2 (1)
s 2,0.2,3,03) 100 0.8133 0321525
8 (2,023, 3, 0.3) 400 0.759456 0.006723
[ 9| (203,402 100 0.682675 012883 |
11 (2,0.4,3,02) 100 0.838708 0.002128
[ 12 | 2,04,3,03) 100 0.838708 0.002128
13 (2,0.4,4,02) 200 0.850519 0.007381
14 (3,0.2,3,0.2) 200 0.784646 0.001263
15 (3,02, 3, 0.3) 100 0.880792 0.028796
16 (3,0.2,4,0.2) 100 0.580439 0.004162
17 (3,03,3,03) 200 0.937803 0.002103
8 (3,0.3,4,02) 200 0.753415 0.000318
19 (4,0.2,4,0.2) 300 0.650613 | 0.000662

Table 111 (b) : SRMSE of estimators of cumulative hazard function under type I sampling

model (cr, 61, a2, B2) Sample size | SRMSE (fwé(f)) SRMSE (i;?(f))
5 2,02,3,0.3) 600 1.26047 1.149829

' 2,03, 3,0.3) 600 1.46148 0.025552
9 (2,03,4,02) 600 178924 0.012578
11 (2,0.4,3,0.2) 600 0.94537 0.002345
12 (2,0.4,3,0.3) 600 1.33613 0.006775
13 (2,0.4,4,02) 600 174031 0.002909
14 (3,0.2,3,02) 500 0.950136 0.001954
15 (3,0.2,3,0.3) 600 1.00602 0.012435
16 (3,0.2,4,02) 600 1.3859 0.005548
17 (3,03,3,03) 600 2.008522 0.006284
8 (3,023, 4,0.2) 600 1.46812 0.002032
19 (4,02,4,02) 600 1.677422 0.002589

Table 11I(c) - SRMSE of estimators of hazard function under type IT sampling
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model | (o1, O, 02, 05) Sample size | SRMSE (;?12(4‘)) SRMSE (f:v’}’(f))

5 (2,0.2,3,0.3) 100 | 0.8071 0.400269

8 (2,03,3,03) 30 | 075127 | 0015076

9 (2,03, 4,02) 100 091426 | 0.034165

3 (2,0.4,3,0.2) 300 | 072258 . 0.000879

12 (2,0.4,3,0.3) 200 | 078352 | 0.003587
13 (2.04,4.02) | 200 | 079346 | 0.000609

14 (3,02,3,02) 400 0.515299 0.000431
BE (.02,3,03) | 300 | 083351 | 0006047 |

16 (3,0.2,4,0.2) 100 0.80000 O 0.027369

17 (3,0.3,3,0.3) 400 0.845056 0.001879
18 (3,03,4,02) | 100 0.82973 0.003289

19 | (4.02,4,02) 500 | 0624114 | 0.0004984 |

Table 111(d) : SRMSE of estimators of cumulative hazard function under type Il sampling

Table III lists the value SRMSE of the direct and the indirect estimators for hazard
function and cumulative hazard function under type I and type 11 sampling. The values of
t used are those stopping points indicate in Fig I1I. Table I1I (a)(b) indicates that under sam-
pling type I, the direct estimators of both hazard and cumulative hazard function are su-
perior than the corresponding indirect estimators. Same results are arrived for type Il sam-
pling, see Table I1I(c)(d).

For those who are interested in graphs of SRMSE of the 19 models for both type I and type
I sampling can contact the first author via e mail; All the results show that the direct estimators

perform better than the indirect estimators.

4. Conclusion

In this article, when the independent components of a series system are from Exponenti-
ated Weibull distributions with scale parameter o given, we consider the case when the shape
of the curve of hazard function is bathtub. We propose a direct estimator and an indirect estim-

ator of both hazard function and cumulative hazard function. Intuitively, indirect estimator is
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more informative. However, the results we got from the 19 models indicate that the direct es-
timator performs much better than the indirect estimator in both hazard function and cumulative
hazard function estimation. This is different from what Chen & Chu (2004) got for the case
when the shape parameter € is known ., which said that the indirect estimator performs better.
Other results we have from this research are (1) the type of sampling does not affect the results.
(2) the closer the value of «6 to one, the worse the indirect estimator is. The results can be ex-

tended to the case when the number of components is more than 2.
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A New Predictor-Corrector Method for Solving
Initial-Value Problems of Nonlinear Ordinary

Differential Equations
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Abstract

An alternative approach to solving the initial-value problems for non-
linear differential equations is presented in this paper, in which focus is on
the incorporation of GM(1,1) model in the grey prediction into PCM (Pre-
dictor-Corrector Method) in the numerical schemes. Special attention is
paid to the so-called "improved Euler's and Adam's methods" to inspect
the applicability of grey prediction merged into the solving process in
place of the original "predictor" part of PCM. Besides, the "jumping tech-
nique" is adopted for smoothing the prediction base. Two examples are he-
rein presented to verify the feasibility of the method stated above; one is
the mathematical differential problem for the improved Euler's method,
and the other two include the applications on the problems of the chain
pulled upward by a constant force as well as the nonlinear model of the
swing of a pendulum for Adam's PCM. From an engineering point of view,
the revised method indeed yields satisfactory results. Therefore, such a
similar method as presented in this paper can be, to some extent, generali-

zed to the related issues in the numerical field.

Key words:GM(1,1) model, PCM, Improved Euler's method, Adam'

method, Jumping technique.
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1. Introduction

A variety of applications subject to grey prediction theory have been fulfilled in areas as-
sociated with prospective estimations so far since it was pioneered by Professor Deng (Deng,
1982). The GM(1,1) model (Deng, 1987), serving as a powerful prediction tool based on only
few past data, has exhibited its accessibility to the applications in distinct fields such as agri-
culture, commerce, military, industry, and so forth. However, among the studies above, the fru-
ition of the numerical analysis aided with grey prediction seems fairly scarce. One among these
was the application of the grey prediction to improving the gradient descent method in numeri-
cal schemes by Hong and Chen, who increased the searching speed of finding the global mini-
mum point and successfully skipped the local minimum in compensation for the drawbacks of
other regular gradient descent methods (Hong & Chen, 1999). Besides, Liang and Chang made
a comparison between grey prediction and regression model in numerical scheme concerning
the residual service lives of existing concrete bridges, and drew a conclusion that the results ac-
quired from the former based on the same raw data were more reliable (Liang & Chang, 2002).
Tong and Liang incorporated grey prediction technique into the issue of the neural network to
predict the repairable system in vehicle industry with the past failure data (Tong & Liang,
2002). The authors of this paper, Tsai and Liou, also adopted the GM(1,1) model to the shooting
method, which is essentially the application of the Runge-Kutta technique, for solving the
boundary-value problems. An improved shooting technique, rather than a traditional shooting
scheme, was successfully developed therein to achieve the effect of saving computer CPU run-
ning time (Liou et al., 2004). In the numerical field, the popularity of Runge-Kutta method lies
in its accuracy of approximating solutions for initial-value problems. Nevertheless, a major
drawback arises from the necessity of four-time evaluations at each time step while it is adop-
ted, thus causing a lot of computer time expense during the whole process of simulation. The
Adam's PCM scheme, as compared with the Runge-Kutta method, requires only one-new-func-
tion evaluation for each time step to the advantage of great time-saving but still remains the
same error property.

Accordingly, in consideration of the initial-value problems for nonlinear differential equa-
tions, the authors attempt to proceed with the so-called "grey prediction-corrector" method to

justify the feasibility of the GM(1,1) model applied to the numerical scheme. The essence of
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the present paper exists in the inclusion of grey prediction in the solving process to substitute
for the original "predictor" part of PCM and the use of the "jumping technique" for trend
smoothing. An important purpose is to inspirit other researchers to undertake a similar ap-
proach to the related issues, and to stretch the utilization of grey prediction theory out of the

scope of the current studies.

2. Theory

2-1 Grey Prediction-Corrector Method

In this section, a brief review related to both improved Euler's and Adam's methods is
made first, and then the incorporation of GM(1,1) model into each of them is undertaken so as

to survey the capability of grey prediction in the process of computation.

2-1-1 GM(1,1) Model on Improved Euler's method (Zill, 2000)

Consider a first-order initial-value problem
v'= fix, ¥), y(x0)= yo. (2-1)
The iterative equation adopted in Euler's method is given as:
Vet = Yuth s f(Xn, yn) (2-2)

where f is the function demonstrated in eq. (2-1). The recursive use of eq. (2-2) for n=0,
1, 2, 3-+- yields the corresponding yi, v», ys: -+, which are the points on successive "tangent
lines" to the solution curve at xi, x», x3 -+, or say x, = xo+#n - h, where / is a constant or step
size between x, and x,*1. In fact, lots of engineers utilize the formula to approximate the sol-
ution due to its simplicity of programming, yet the disadvantage originates in the roughness of
the computed results. Hence, the improved Euler's method is developed to overcome this draw-

back but still remain its simplicity. The iterative equation (2-2) is modified into two steps:

: “Vit s ‘n + : il s :'-I
pram—) WACT) Jz‘(r Y1) 23)
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and Vo= Yuth « [y, y), (2-4)
where y,., is called a predictor and y,., a corrector.

The essence of this improved method is that a refined value y,., is reached as soon as an initial
estimate y,., obtained from eq. (2-4) is plugged back into eq. (2-3).

In general, the value of y;., given by eq. (2-4) predicts a value of y(x,:1), whereas y,., de-
noted in eq. (2-3) corrects its estimate. In this paper, in an attempt to skip eq. (2-4), the authors
utilize the GM(1,1) model instead to predict y,., for obtaining the value of y,.,. The idea of the
GM(1,1) model is briefly stated as follows:

The grey discretized equation for GM(1,1) is

YOk +azV(k)= u, (2-5)

where @ and u are called the development coefficient and grey input, respectively.

The whiten response of (2-3) is

_i/,(]'(k+]):[};([”(.])7%]6 ..u+%’ (2'-6)

The model parameters a and u are obtained by the least square method as below:

“} —(B"B)~'B'Y, 2-7)
174

05O W+ V) 1 y'@

_ (0) (0) (1)
where o] T0S0V@+y0G) 1| 100

—0.5(y” (=1 +y(n) 1 y? (n)

Finally, the model value of 3 at step k is obtained as:
YOy =90 (k)= 30 (k-1), (2-8)

where 3@ (1)=y® (1), and y,., is substituted by ' (k) in this paper.
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Based on the frame above, the so-called "four points rolling checking" method (updating
elements of the prediction base) associated with grey prediction is adopted and therein its
powerful merit is revealed. In order to build the prediction base, egs. (2-3) and (2-4) are execu-

(0)

ted to create 31", 1", »\”, and »{" with the same error property. The flow chart of the entire com-

putational process is demonstrated in Fig. 1.

Input xy, yo

I

Execute eqs.
(2-3) and (2-4)

I

Build the prediction
Grey Prediction

*

for y

Four points rolling
checking

n+l

Execute eq.(2-3)

h 4
Ouert xn+1 4 yn+l

Fig. 1 Flow chart of grey prediction improved Euler's method
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2-1-2 GM(1,1)Model on Adam's Method (Nakamura, 1995)

The GM(1,1) model merged in the Adam's PCM scheme is proceeded as follows : Firstly,
primary concern is made for the predictor part in the Adam's numerical scheme, in which the
Lagrange interpolation formula of order 3 is adopted here to fit y, , v, , v,_, and y, ; so as to at-

tain an approximation of y'=f(x,y), i.e.,

! — (x B xn )('x - xn—l )('x - xn—l) yl =8 (x - xn )(x - xn—l )('X - xn—3 ) yr
’ (xn—S - xn )(xrr—fﬂ - xn—! )(xn—3 - xn—l) " (‘xn—.? - x.u )(xn—2 - xn‘l )('xn—Z - xn—3) e
+ (x - xn )('x - xu—E )(x - xn—} ) 5 + (x B ‘xn—| )(x - xﬂ—z )(X — x"*B ) 4

.) n-1 yn =+
(xn—l - xu )(xrr—l - xn-Z )(xn—l - xr1—3) ('Xn - xn—l )(xn - xn—l )(xn - xn—B)

(2-9)
If eq. (2-9) is in terms of the local coordinate, z=x — x,, then it can be reformulated as:
,_ Ch+z)h+z)Nz) , | Gh+z)h+z)z) ,  Bh+2)2h+z)(z) |,
F = , yn—3 + yn—Z + yn—l
(=h)(=2h)(=3h) (h)(=h)(=2h) (Zh)(h)(=h)
. Bh+2)2h+z)h+2) (2-10)

y; 2
(3h)(2h)(h) 1
where £ is a constant or step size between x, and x,.1. In order to predict v, at which x,.,=x

»th, itis necessary to integrate the following equation with the known value of y,, :
o,
V=, + ju ' dz. (2-11)

When eq. (2-10) is plugged into eq. (2-11), is yielded as

*
yn«: n-3

h
=y, + 52(55%’, =50y . 3Ty =L )y (2-12)

where y,., here is the predictor in Adam's method.
Equation (2-12) is used as an extrapolation, the accuracy of which is less than that for an
interpolation. Hence, in order to refine the value of y,., , it is imperative now to derive a correc-

tor formula based on the interpolation, i.e., the procedure of shifting v, . v, ,, v, . and y, s to v,
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s ¥is Yoot » Vuea , Where p,7 = f(p.1,x,..) . With this idea kept in mind and the same procedures

followed as described from eqs. (2-9) to (2-12), the corrector formula is established as:

Va =2, e 0N F195, =SV ). -13)
24
Now, in place of eq. (2-12), the GM(1,1) model is induced to execute the "predicting" task and
eq. (2-13) is then applied to refining the estimated value. The preceding revised method still re-
mains the advantage over Runge-Kutta scheme.

In analogy to the procedure of Adam's PCM model, at least four known values, say 1",

¥’ 33", and ", are needed to serve as the prediction base for the future prediction in GM(1,1)
model, so the traditional Runge-Kutta method is utilized for three-time iterations for the above
purpose. With these elements as the base, the value of can be predicted from egs. (2-5) to (2-8).
Besides, in accordance with grey theory, an increase in the smoothness of the orderly base data
is beneficial to the creation of an unbiased predicted value. Therefore, with the aim of enhanc-
ing the accuracy of a predicted value, the "jumping technique”, which was proposed by Chen

(Chen, 2002), is applied in the present paper.
2-2 Jumping Technique

Suppose 3 indicates a prediction base as expressed by eq. (2-5). The ratio of adjacent

value is defined as:

(0)

W=2, k=2,3,..n, (2-14)
Y

and the ratio as a criterion for deciding the jump point is

Ak)—Alk—1)

PO =0

}, k=2,3,..n. (2-15)

If p(1)= { then y" (7) can be declared as a jump point, and C€(0, 1) indicates how the value in
the neighborhood of another value in the prediction base can be claimed as a jump point.
If a jump point is detected at -th point, the original prediction base can be divided into two

subsections:

y(_m:y:u: Uy}i” (2—16)



70 A New Predictor-Corrector Method for Solving Initial-Value Problems of Nonlinear Ordinary Differential Equations
where y1”=(y(1),y(2)..5° =1 and y "= (3" (1) ,y "(z+1)...)" (n)) .

In order to convert into a "smoother" series, a constant is multiplied to all elements of y@as
follows:

Y=yl =(@y’ (z+1)..7»° (1), (2-17)

I Ly 0] (z— ]) B y(m (1’-—2)
where y ;L}/'“” (T) Bt /1_]}[“) (r—1 )

After y is determined, new elements in the prediction base are denoted as

‘P“”Z‘P'ﬁ”U‘P‘;‘”, (2_18)

where ¥ "=y .
The new elements in eq. (2-18) will be applied to GM(1,1) model as the prediction base for fu-

ture prediction and the actual predicted value can be restored back as

qﬂ;(l'l(k)

s (2-19)

wi'(k)=

where y; as stated above represents the value of y ;' (5) in the paper.

The flow chart of the entire computational process is demonstrated in Fig. 2.
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numerical scheme

l

Build the prediction base
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No
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Four points rolling
checking

[

for y, *

n+l

|
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P Mo Vo s Vo

y

Execute eq.(2-13)

Qutput x_,..¥,.,

Fig. 2 Flow chart of grey prediction Adam's method

3. Applications

71

In this section, two examples, one the first-order differential equation and the other prob-

lem of the nonlinear model of the swing of a pendulum (Zill, 2000) are propounded to examine
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the capability of the grey prediction-corrector method described in the preceding section.

3-1 GM(1,1) Model on Improved Euler's Method

Example: A First-Order, Initial-Value Problem

Associated with the study in this sub-section, a first-order, initial-value problem is consid-

ered as follows:

y'=f(x,y)==20p+Te ", p(0)=5, (3-1)
of which the exact solution is y=(5 — %) e+ 1975 e " . In the process of computation,

the step size Ax=h=0.01 is assumed and the successive values of y are computed until zo =
0+n - h =1 is met. For comparison, not only the main task according to the flow chart shown
in Fig.1 for the incorporation of GM(1,1) model into the improved Euler's method, but also the
relevant calculations on eq. (2-2) related to the Euler's method and eqgs. (2-3) and (2-4) related
to the improved Euler's method are executed, respectively. Fig. 3 shows the results by means
of all three methods, from which we can hardly perceive the distinctions among them. In Fig.
4, the comparison of results from the three methods is made with the exact solution and the

maximum absolute errors are tabulated in Table 1.

Table 1 Comparison of errors for three Euler's methods

Improved Euler's  Grey prediction improved

Method Euler's method
method Euler's method
Max. value of abs. errors 0.01327 0.01296 0.1856
Average value of abs. errors 0.00178 0.00169 0.02375

From the above, it shows that the outcome followed by the GM(1,1) model incorporated
into the improved Euler's method has, to some extent, the advantage in the accuracy over those
by the other two methods. Of course, the improvement of accuracy is expected to achieve with

even smaller step size h within an acceptable tolerance of computer time consumption.
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3-2 GM(1,1) Model on Adam's Method

Example: Nonlinear Model of the Swing of a Pendulum

The secondary example presented in this sub-section, as shown in Fig. 5, is a "simple pen-
dulum" consisting of a bob of mass m attached to a rod of length |, which swivels in a vertical

plane.

W =mg

Y
mg cost

Fig. 5 A model of the swing of a pendulum

In describing its motion, assumptions are made that the mass of the rod is negligible and
that the damping effect and the external force exerted on the rod are beyond our concern. Ac-
cording to these, the governing equation for describing the present physical model is as follows:

d*0

o)

dt”

+§sin9:0, 9(0)z%, 6'(0)=2, (3-2)

and the above equation can be divided into two first-order equations for computation:

ﬁ:z, £+§sin€:0 (3-3)
dt dar 1
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Apparently, the above eq. (3-2) is a highly nonlinear differential equation; as is the usual case,
simplification can be made by replacing the term sin by & such that the linearization of eq. (3-2)
is attained. However, aside from that, the authors attempt to deal with this problem by retaining
the original nonlinear form. As a result of the difficulty in obtaining an analytical solution, the

numerical methods will be applied and the computed results by the traditional Runge-Kutta
method will serve as the criteria for comparisons. For the purpose of simplification, = % =1

is assumed in the process of simulation. Meanwhile, the step size Ar=h=0.001 is assumed
and the calculation of the successive values of @ is not terminated until y,=0+n - h=15 is
reached. Figs. 6 and 7 show the results of angular displacement and velocity, respectively by
three numerical schemes, in which, the curves overlap entirely and any further distinction am-
ong them can hardly be made. In Fig. 7 is exhibited the physical phenomenon that in the ab-
sence of damping, angular displacement increases indefinitely as time elapses, which is in con-
trast to the back-and-forth oscillation for the linearlized treatment of the model under consider-
ation. From these two figures, jump points are apparently detected. In order to study the influ-
ence of jumping technique on the present case, the criterion of C=10 5 is set for jumping he-
rein. Figs. 8 and 9 illustrate the absolute errors for the comparison of traditional Adam's PCM
with Runge-Kutta schemes. The absolute errors for angular displacement as well as velocity are
shown in Figs. 10 and 11, respectively for the comparisons of grey prediction-corrector method
with/without jumping with Runge-Kutta method. As shown in these two figures, the grey pre-
diction-corrector method aided with the jumping technique is obviously superior to the mere
utilization of the former one. Though the values of absolute error associated with the present
method seem higher than those with Adam's PCM model, the accuracy still reaches an order of
10~ in magnitude for the present example. From an engineering point of view, it indeed yields

satisfactory results.
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Adam's PCM and Runge-Kutta method
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4. Conclusions

The main purpose of this paper is to report on an alternative approach to solving initial-

value problems for nonlinear differential equations by incorporating the GM(1,1) model in grey

theory into the traditional predictor-corrector methods. In accordance with the preceding sec-

tions, the following conclusions are drawn:

(D

(2)

(1)

(2)

(3)

(4)

()

The grey prediction-corrector scheme presented in this paper is apparently superior to the
improved Euler's method without losing its simplicity and easiness of programming.

The results from the secondary example as shown in the preceding section reveal the ability
of the present method used in the problems when jumping points are detected. Even though,
with jumping technique, the output of absolute error is beneficial to the computed values,
the outcomes from the present method without jumping technique are quite acceptable from

an engineering point of view.
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Abstract

Atomic force microscopy and transmission spectroscopy are utilized
to study the morphological and optical properties of the TiO./Al,O; and
Ti0,/S10: films grown by electron beam evaporation. The surface rough-
ness of films with different composition ratio shows distinct changing tre-
nd between two formulas of TiO,/AlLO; and TiO,/Si0,. The cutoff wa-
velength that the transmission value drops below 20% of the transmission
spectra of the prepared films is between 200 nm and 400 nm. Thickness

and dopant effects on the cutoff wavelength are discussed.

Key words : oxide composites, surface morphology, transmission spectra,
AFM

Introduction

Composite oxides are considered quite applicable materials in many aspects, such as elec-
tronics, photo-catalysts, and optical components with modified mechanical, electrical, and op-
tical properties [1-3]. For example, TiO2/ALOs can be used as the coating materials of liquid

crystal display conducting electrodes for scratch protection and excellent transparency. The hy-

*Corresponding author. Tel:+886-2-29053754
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brid of SiO»/TiO- and organic composites is reported as materials for optical waveguides [4].
The deposition parameters and post-growth treatments of composite films will affect the pro-
perties tremendously. In this brief report, we study the properties of the binary oxides of TiO,
/ALO; and TiO- /SiO: films at set sample preparation procedures. Although both AlO; and
Si0: are glassy materials with lower refractive indices compared to TiO-, some interesting vari-
ation of the mixing type between TiO-/ALO; and TiO,/Si0; is found from the optical result.

Possible explanation might be the metal inter-percolating between TiO, and Al:O5 [5] that such

effect might be missing in TiO,/Si0, composite.

Experimental

The samples are prepared in a high vacuum deposition chamber with a base pressure of
1.3 x 10°° torr. The electron beam gun equipped is manufactured by ULVAC, model EGK-3M,
with the power supply of HP-5100C. A quartz balance thickness monitor by Maxtek, model
TM-350 is chosen to record the deposited film thickness. Various compositions of TiO-/ALO;
and TiO,/Si0, powders are weighted, mixed, and placed inside the water cooled crucibles for
e-beam bombardment. Composite films are grown on glass substrates, Corning Glass # 7059.
The substrate temperature is held at 200 °C during the deposition for the films discussed in this
paper. The growth rate is controlled at Inm/sec. The atomic force microscopic measurement
with NT-MDT P47H and the spectroscopic measurement with Varian Cary 5E, are done ex situ.
All the sample preparation and experiments are completed at Department of Physics. Fulen

Catholic University.

Result

(I) Structure and surface morphology

There is no obvious crystalline phase formed of TiO:/AlLO; and SiO-/TiO: from X-ray
diffraction measurement. The X-ray diffraction result of AlLO; with various film thickness is
shown in Figure 1. The composite film does show some activities of the photo-catalytic de-
composition test that indicates possible anatase phase of TiO.. However, we don't have direct

evidence of this assumption. All the films in this report are considered being amorphous.
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A typical surface 3D profile image of the deposited 100 nm film is illustrated in Figure 2.

The average surface roughness of mono-component films from our data is shown in Figure 3.

Among the three components of SiO», TiO,, and ALOs, the film roughness of SiO: displays the
highest number 1.5 nm and the ALO; film exhibits the lowest one, ~0.62 nm. The estimated
average granular size on the films is about 30 nm. The grain size of SiO; is also the largest, ~40
nm. However, TiO; has the minimum average grain size, ~20nm. Although detailed growth
mechanism of the composite films can not be obtained through our results, we can see common
features in the changing trend. TiO,/ALOjs film roughness values decrease as the ALO; com-
position ratios increase, as shown in Figure 4, and TiO,/SiO- film roughness values increase as
the SiO, composition ratios increase, as shown in Figure 5. The surface roughness value is 1nm

that its scattering effect on the transmission measurement is regarded as negligible.

(I1) Transmission spectra

For simplicity, the cutoff wavelength of our composite films is defined as the transmission
drops below 20% which is roughly the turning point of the transmission drop-off. The cutoff
wavelength of TiO; films shifts from 325 nm to 340 nm as the film thickness increases from
100 nm to 300 nm. There is no distinguishable thickness effect on the cutoff frequency of
mono-component SiO; or ALOs films. When the film material TiO- is mixed either with $i05
or Al;Os, both composites shift the cutoff wavelength to 280 nm, as shown in Figure 6 and Fig-
ure 7. The composition effect on TiO»/AlO; films exhibit a continuous change on the cutoff
wavelength. Although the TiO./SiO: (10%) and TiO-/SiO- (30%) films with 300nm thickness
show the cut-off wavelength at 320nm and 330 nm, the cut-off wavelength of other composi-
tions of Ti0O,/SiO: films persists at 280 nm. There is some fundamental difference between
these two mixtures. For TiO:/SiOs, the major component probably serves as the matrix and the
optical property of the minor component is concealed. It is reported that the electronic structure
of 8i0>-TiO» matrices varied with composition [6]. On the other hand, the TiO-/ALO; com-
posite exhibits the inter-medium optical characteristics of both compounds. 1t is also reported

that Ti and Al species function synergistically in photo-induced direct methane coupling that
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the substitution between Ti and Al sites might occur [3]. Detailed structural and electronic stu-

dies are further required.

Summary

Optical properties of TiO,/Si10- and TiO./AlO; composite films have been studied. The
mixing type difference between two formulas of TiO./SiO: and TiO,/AlLOs is observed from
the transmission spectra. The surface roughness characteristics are attributed to the nature of

amorphous films.
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Studies on Multi-Carrier CDMA Systems with Space-
Time Block Codes

Jung-Lang Yu and Chih-Chan Lin

Department of Electronic Engineering, Fu Jen Catholic University,
Taipei, Taiwan 242, R.O.C

ABSTRACT

In this paper, we study the blind channel estimation and multiuser de-
tection for quasi-synchronous MC-CDMA MIMO system with space-time
block codes (STBC). Considering the Alamouti's STBC scheme that in-
volves two transmit antennas and multiple receive antennas, a subspace-
based blind channel estimation for the STBC MC-CDMA system is pro-
posed. Based on the first order perturbation theory, the mean-square error
(MSE) of the channel estimation is derived. The computational cost is re-
duced to half via the weight analysis. Besides, both the forward backward
averaging and the eigenspace techniques are applied to enhance the per-
formance of multiuser detection. Finally, numerical simulations are given
to evaluate and compare the proposed channel estimation and symbol de-

tection techniques.

L. INTRODUCTION

The multi-carrier code-division multiple access (MC-CDMA) system combining the or-
thogonal frequency division multiplexing (OFDM) and CDMA, has been widely studied for fu-
ture high-speed wireless communications. It is known that MC-CDMA provides bandwidth ef-

ficiency and interference suppression capability [1]. For a high data rate transmission system

*Corresponding author. Tel: +886-2-29052102  Fax: +886-2-29042638
E-mail: yujl@ee.fju.edu.tw
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operating in frequency selective fading channel, the intersymbol interference (ISI) occurs and
causes severe degradation in bit-error rate (BER) performance due to multipath propagation.
To etticiently avoid the ISI effect, a cyclic prefix of length longer than the delay spread of chan-
nel impulse response is used in the OFDM system [2]. Besides, the inverse Fast Fourier trans-
formation (IFFT) and Fast Fourier transformation (FFT) operations in the transmitter/receiver
convert a frequency-selective fading channel into a number of narrowband flat-fading chan-
nels. Recently, the space-time processing technique which combines the multiple-input mul-
tiple-output (MIMO) system with coding scheme is proposed to mitigate the multipath fading
effects. For example, Alamouti [3] proposed the space-time block code (STBC) scheme which
equips two antennas with space-time coding at the transmitter and intelligent signal processing
at the receiver; Kafle and Sesay [4] presented iterative semi-blind multiuser receivers for STBC
MC-CDMA uplink system, and Jeong and Nakagawa [5] demonstrated the space-time coded
MC-CDMA systems gain a significant profit of transmit diversity in multipath fading channel.

In this paper, we study the blind channel estimation and multiuser detection of STBC MC-
CDMA MIMO systems. The subspace-based channel estimation has been successfully devel-
oped for different CDMA systems [6]. By singular value decomposition (SVD) on the data ma-
trix, the noise subspace can be obtained. Then the channel impulse response is estimated by a
quadratic optimization problem. We analyze the system performance by applying the first order
perturbation theory to the SVD. After obtaining the channel impulse response, the multiuser de-
tection is developed afterwards. The weight vectors of linearly constrained minimum variance
(LCMV) filters for the consecutive symbols in one STBC block are first shown to be related
each other. Thus the computational cost is reduced to half. Further, both the forward-backward
averaging and the eigenspace techniques are utilized to improve the detection ability of the
LCMYV filter.

I1. SIGNAL MODEL

Fig.1 shows an uplink quasi-synchronous space-time coded MC-CDMA MIMO system
equipped with two transmit antennas and Q receive antennas. Without causing any power or
bandwidth loss, we employ the Alamouti's space-time block coding (STBC) scheme. For each

user k, two consecutive symbols are transmitted during two symbol intervals across transmit
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antennas. According to STBC scheme, we have d ®(2n) =s®(2n), d ¥ (2n+1) =—s“"(2n+1),
a2 =s®2n+1),d"(2n+1)=s"“"(2n). In addition, periodic spreading codes {¢*, ¢} are
used to spread the symbols {d"'(n) d"®(n)} in the transmit antennas 1 and 2, respectively. Then

the transmitted signals of the k-th user are given by
X '”(H):']%dm(ﬂ)l:' HC(IM, —m(n)_ dm(ﬂ)F H m (])

where ¢{'=[c{...c,]"and c¥=[c{’...c{.,]" are spreading codes, and denotes the DFT ma-
trix. In order to combat the ISI and eliminate the asynchronism between different users and de-
lay spread of channel, a sufficient cyclic prefix is appended upon each symbol. We further as-
sume that the channels are linear time-invariant (LTI) where A= [A}(0)...h5 (M—=1)]",
i€{1,2),g€{1....,0}, is the channel impulse response from the i-th transmit antenna to the
g-th receiver antenna for the k-th user. Then the received signal at the g-th receive antenna after

discarding the corresponding cyclic prefix is given by
X
rn)=xx" (n)®hY+x“(n)@hY +nln) (2)

where #,(n) is the AWGN with zero mean and variance ¢; and ® is the circular convolution.
After performing the DFT operation on r,(n) , the frequency-domain received signal vector is

obtained by
K —
y,([(}?) — Ed{“ (n) Clklg(lkql_!_dlkl(”) C(kggi:?)+ '7{’(”) (3)

where , C\"=diag (C"), g\W=F.hi}, for i=1,2, Tq,,(n) =Fn(n) and Fy contains the first M col-

umns of F. The signal model in one STBC block at the g-th receive antenna is given by

v(2n) il
z,(n)= =3sY(2n)al) +s® 2n+1)a¥)=v,(n) 4)
yi2n+1)] «
C (k) :Al) Cm rl.i: "" 2}’1 .
where aiy=| g(::} b = [ " é{k: and v,(n)= j’( ) . By stacking all z,(n),g=1...0,
: 8y G n2n+1)

the received space-time codeword is expressed as
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z(n)=[Z] (n)...Z5 (n)]"= As(n) + v(n) (5)

where  a'=[al” ..al"], =12

s(n)=[s"(2n)s"2n+1)..s"2n)s™(2n+1)]".

. vim=[vin).vin)], A=[aVal..aPa¥] and

I11. BLIND SUBSPACE CHANNEL ESTIMATION

In this section, we present the subspace-based blind channel estimation method for space-
time coded MC-CDMA MIMO system. By stacking successive received space-time code-

words, we construct a data matrix
Z=[z(n)..z(n+J — 1)]=AS+V (6)

where S=[s(n)..s(n+J—1)] is the transmitted signal block matrix from all users. Con-
sidering the noise free case and applying the singular value decomposition (SVD) on the data

matrix Z, we have

z=w. vl® %l vy )
00

where the vectors in U, associated with nonzero singular values in the diagonal matrix A,
span the signal subspace same as that spanned by the columns of A, and the vectors in U, as-
sociated with zero singular values span the noise subspace. Since the signal subspace and noise
subspace are orthogonal, the columns of 4 are orthogonal to noise subspace. With

A=[...aV a¥...], we have that

HaW=0_4=12 (8)

We further simplify a{”, i=1, 2 by
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C:IA-: gm ’Ctzm gnlej
¢ (Zk) g (jxi)' C (IM g ‘ﬁ"
atlk)z ] =D[|1)g(k) ,a‘:k}: ; =D(:k)g(kl' (9)
Cﬂ“ g‘.‘;’) C{:m g(.?i
ék) g (2»'\2)*_ | C{“ g (Ikgj)*_

where D¥=1,@D"=0,i=1,2,and

D‘.“=[C“” 0] Di“—[ ) CW (10)
0 C‘j“’ < _C(Ik) 0
g“=[g! g gl g%’ (1n)

(k)

Using g’ =F\ h3), (11) becomes
g¥=(Le®F ) hiy {12)
where #“=[h & h& .. hiy h%]" . Substituting (10) and (12) into (8) yields

UJ:!D(IH(IEQ ® FM)h(“:O

. 13
UrDY (Lo ®Fy)h"=0 =

(13) is a linear system of 2(ON — K) equations in 20M unknowns. It is overdetermined if ON
— K>QM and consequently has unique nontrivial solution. However, in the presence of noise,
(13) will be not satisfied due to the perturbation of noise subspace. The estimation algorithm
can be modified to cope with the presence of noise Vin (6) by the following optimization prob-
lem,

h®=arg min||Q"h"°||* = arg min A" (Q.0 Y® (14)

[lal=1 llall=1

UID(Lo® Fu) | ,( _ _
where _Then the estimate of 4 up to an unknown scalar is the normalized

UIDY (Lo ®F )
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eigenvector corresponding to the smallest eigenvalue of Q.Q”. The inherent scalar ambiguity
problem in blind channel estimation can be solved by using pilot sequences [7]. The MSE
analysis of channel estimation is derived by the first order perturbation theory of subspace in

[11], which is given by

E[ ARY Ah"']:ﬁ—frr(ggﬁg;):% ok (15)

where a;=[|s"(n)|’], "+" is the pseudo-inverse of a matrix.

IV. Multiuser detection

Once the estimation of /# % is derived, we can construct ¢, and a>* from (9) and (12).
Then the transmitted symbols can be detected by the linearly constrained minimum variance

(LCMV) filter [7]

TR (16)

Wi = T
a’R7'al

where R = E[z(n) z" (n)]. The symbol detection is performed thereafter. For BPSK signal

scheme, for example, the decisions are evaluated by
3‘”0 (2”) — Sign[Re( WVJZ(H))] (1 7)
e (2?’!+ 1):b1gn[Rg(W;“Z(H))] (18)

However, the weight vector of LCMV filter is sensitive to finite sample and signature ve-
ctor errors. In the following, the efficient methods are proposed to reduce the complexity and

enhance the system performance.

A. Weight analysis

The correlation matrix is obtained from (5)
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k=1
R=3ciaVal +toia¥a¥ +a.ln (19)
= :

To proceed, we discuss the relation of @ and a?’. It is found from (10) that D= M, DY,
P

D¥=—-M% Dy and

D ‘Ih = ;{\'Q D!_’k’n D (2;(l = _Mg\'y Dtll“ (20)
0 I . ; . :
where My = I ol My, =1,®M,y, and My, 1S a unitary matrix, L€,
Ty

Mz\'g fw{(g} = Mz_\L)Mz,\'Q :13_\'9. Substltutmg (20) nto (9), we have

= Milgak” , = Mifgat” @
Using (21), we have from (19) that
R =M RMov (22)

where — M., = My, = MY, has been applied in (22). Substituting (21)-(22) into (16), we

obtain
Wi = Moo wi” (23)

The analysis result in (23) shows that weight vector w:’ can be computed directly from

w{. Therefore, the computational cost will be reduced to half.

B. FORWARD-BACKWARD AVERAGING TECHNIQUE

The weight vector wi’, which can be used to detect both the space-time coded symbols
s“(2n) and s* (2n+1), is very sensitive to finite samples and signature vector errors. To reduce
the finite sample effect, one can use the forward-backward averaging technique [9] to increase
the effective samples. Practically, the ensemble correlation matrix R is not available and a sam-

ple correlation matrix R is used instead. If J samples are available, R is computed by
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J

f?:—}Zz(H)z"(H) (24)
n=1
Further, we define the backward signal vector and the backward sample correlation matrix

respectively by

z(n)=My,z'(n) (25)

R,= %Zzh(n)zi’(n) =My k‘Mé’\;L, (26)

We call z,(n) as backward signal vector because the order of z(n) is rearranged in (25). It
is observed from (22) and (26) that R, is equal to R when .J approaches infinite. Then the for-

ward-backward sample correlation matrix is defined by
A A A o
R R+ R) =3 SCn)z )+ 2,4 () (27)

R can be treated as a sample correlation matrix with 2/ samples. R, can be derived from
R at the cost of permutations and complex conjugate operations only. Moreover, the computa-
tion of R in (27) requires negligibly extra 4NQ? additions over the computation of & which
requires 4/N*Q* multiplications and 4(J—1)N*Q* additions. Consequently, the performance
of the detectors in (17) and (18) will be improved by substituting (27) instead of (24) into

(16) with a slight increase of computational load.
C. EIGENSPACE TECHNIQUE

We can also adopt the eigenspace-based filter to alleviate the performance degradation due
to signature vector errors and/or finite sample effects. Ideally, the weight vectors of LCMV fil-
ter in (16) fall onto the signal subspace. Nevertheless, it will deviate from the signal subspace
because of signature vector errors and/or finite sample effects. It is shown from [10] that the
eigenspace-based receiver computes weight vectors by projecting the weight vectors of LCMV

filter onto the signal subspace, which are given by

W_Tr TrH® W _TT TS W
wi=UUlwP, wid=U, Ul'w} (28)
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-~

where U. is the signal subspace corrupted by the white Gaussian noise, w{" , i =1,2 are the

weight vectors of LCMV filter if signature vector errors and/or finite sample effects occur. One

k)

can see that w and wY are closer to the ideal weight vectors in (16) than w”, i =1,2. There-

fore, the weight vectors of eigenspace filter will produce a lower BER than those of LCMV fil-

ter. It is noted that in practical situation, the signal subspace U. computed from SVD of (6) is
used instead of U.. Further, the backward signal vectors in (25) can be appended into (6) to in-
crease the number of samples. Therefore, the accuracy of the signal subspace is improved and

the system performance is then enhanced.

V. COMPUTER SIMULATIONS

Consider a five-user space-time coded MC-CDMA MIMO systems with two transmit an-
tennas and two receive antenna. The transmit symbol is adopted the BPSK modulation scheme,
and unit-energy spreading codes of length N =32 is used. The channel impulse response is mod-
eled by finite impulse response (FIR) with i.i.d. complex Gaussian of zero-mean and variance
1/M. The curve for forward-backward samples indicates the estimation result by appending
backward signal vector z,(n) of (25) into data matrix of (6). Fig.2 and Fig. 3 show the root-
mean-square error (RMSE) versus the input signal-to-noise ratio (SNR) and the number of
block, respectively. One can find that the analysis result and simulation result are matched very
well. Besides, the RMSE of channel estimation is reduced due to the use of backward signal
vectors. Fig.4 and Fig. 5 show the output SINR and the bit-error-rate (BER) versus input SNR,
respectively. To verify the correctness of the weight analysis, the simulation results by using
(23) are also presented. The performance of the optimum receiver is calculated by using the
weight vectors in (16) where ensemble correlation matrix and true signature vectors are ap-
plied. It is shown that the output SINR of the filters with the forward-backward averaging tech-
nique and/or the eigenspace technique are closer to the optimum value than the LCMV filter.
Besides, the simulation results by using (16) or (23) are matched very well. This validates the
weight analysis even in the finite sample scenario. Fig.6 and Fig. 7 show the output SINR and
the BER versus the data block, respectively. It is observed that those proposed methods con-
verge faster to the optimum SINR and have lower BER than the LCMYV filter. Finally, the ef-
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fects of the number of receive antennas are discussed in Fig.8 and Fig. 9, providing multiple
antennas are available at the receiver. It is observed that unlike the LCMV filter, those proposed
filters gain the benefit of receiver diversity. We have shown in [10] that under a perturbed sig-
nature vector and/or finite sample scenario, the performance of LCMV filter will be degraded
as the number of antennas increases. Since the signature vector a!” is perturbed due to the es-
timation error in 4#“ and R is corrupted by the finite sample effect, the performance of the Ca-
pon receiver might be degraded while increasing the number of receive antennas, On the other
hand, the eigenspace technique, which is used to alleviate the effects of finite samples and sig-

nature vector errors, has a higher output SINR and lower BER.

VI. CONCLUSION

The MC-CDMA systems with Alamouti's space-time block codes are studied in this paper.
The signal model for uplink quasi-synchronous ST-coded MC-CDMA system is first derived.
A novel blind channel estimation is proposed and the MSE of channel estimation is analyzed.
We further examine the enhancement methods for multiuser detection. Both the forward-back-
ward averaging technique and eigenspace technique are used to improve the detection ability.
The weighting analysis is also presented to save about half of the computational cost. Compute
simulation demonstrate the correctness of the channel estimation and superiority of the multi-
user detection. This work can be extended to the MC-CDMA systems with more than two trans-
mit antennas. It is especially worthy to study whether the proposed results will be applicable to

the STBC with four transmit antennas.
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HIIAGESE F B RS R EERERA - (R v LA T St rhBliesd | roFAGER, -
K T EEEAEEEE SR /EIE ) IEE AT EIRMEIGER - BlRINE T H
AP IEE | IR T 0 FTLLERESIF I - #82  FinaMREG= R T T
SRS FERN /S | 2T LI -
(=) EfniRNERERHTEEERR

Fp s E B EET R EEERGR - EiimEEE=ANT - RMTERI RS
15 S ELBIR RS R R S I =M1 o (RN S B RERAEE  HliE L
S < JERAYES » BUEAL T LLSFISSL EEHE—=A 7 - fSGaEffifnvit® - =M LE
F  FE=ME LLS =88 EERAASEE (1:1:0618) ~ (72°-72°
36°) ; MAEN—EFEE=AT SSL M =@ LLAMNATHRE (1111 1.618) -
(36° -~ 36°~ 108°) - ' IERI{EFME= AT AR 36°1Y 1 f5EL 3 £5 -

pa AN

&, SSL Hi LLS =15

[llks » EATINAZE AT B 36°K) 2 %5 (B 72°) Bd 4 % (H[ 144°) AURI{ESFIE=
A BMTSAE—RBEIARZ 36°19 1~ 2~ 3~ 4 FUEFE=AE - HEREER
ATE > TILUEE] 2 581 4 £5786 36°HyRI{E<EIE = fainy =23 R LLHIRTA A 75 H e

15 15 SR RS BT RETIREA, - B S HERFEAETT (Marcus Vitruvius Pollio ) ()4 HEEANGIE T " B34
At fE - A AR B AR B IS R SRR o HI L P i N e R R L R S
To A BRI (RIS LA -

16 John Sharp, "Spirals and the Golden Section", Nexus Network Journal, vol. 4, no. 1 (Winter 2002), http://www.ne-

xusjournal.com/Sharp_v4n1-intro.html
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(1:1:0851) ~ (54°~54°~72°) F1(1:1:0526) ~ (18°~18°~144°) - ("
P S E DU S = Ay o o,y —BELIF = M sk = IGE IR E A - A
RN "SR AEEEERATNEE ) - RS S EEE=AR B AT
IS R = TS AR E R /GEE | - B=C kil (—)
B = {8 VU2 2 AH 0 43 B A B 2 48 (pen head) PU 2 2 AABB (60° - b+60° ~ a
b+60°) ~ 7= 2% (left shadow ) PUi% I BBBA (60° - a+60° ~ b~ b+60°) ~ 78 (right
shadow ) VU272 BBAB (60° - b+60° ~ b ~ a+60°) = Kt » AL 3691~ 2~ 3~ 4%
FIVUE S = AT - S nlEd: = EIGERE A - T -

1) Fefy 36°HE = AR ~ 5% - G =SB ZEHH- a=36° » b=c=72° ;
SPGB EELEW] (0.618 1061811 : 1) 7HIANA (60° - 132° - 36° - 132°) -
BTN ELLE) (1011 0.618) FINA (60° - 96°~ 72°~ 132°) - 7
BREE (1:1:0.618: 1) FIANF (60° -~ 132° -~ 72°+ 96°) -

B
]

Penhead Left Shadow Right Shadow
R bR %

-+ 28 36°FE =R RIS ~ a5 ~ AR =(EVUSIP B %<l

a) BIENBIY - E MR LA = V02 2R 0 A s B 52 B B S ] 52
WIRIEEARS & - ATLUPRGRE " AR S SRS R8I ) - IR TS
g0 (drum) - 5 NERERLIEH] (0.618:1:1:0618:1:1) WA

(96° ~ 132° ~ 132° ~ 96° ~ 132° ~ 132°) -

17 {5 FE=2x sin(18°)=0.618
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Right Shadow
E¥

Left Shadow
‘ .

Druw
Penhead A
;I‘-

Bl-— e 36055 M = AR = EILE B M B s 78

b) BB/ SEIERITEEN - WEsIE— TS AR R EBIY )
RIS (=) By - BIR/NB R rT LIS - By SIELBEE s a7 E A
TIHEEIE GBI )E B F KB - E YRR eul IR feEEf0.618
1 EHATLAE R 12 1.618 - i5il ik By s HILLBIRIEIE /58I - Fl'Ii
B T SIS /8 ) - EREIE /S TRIRRER A 96°8 132°43 7]
F& 60°FL 36°Ed 72°1HYFL -

BIH-— 7 3605 = fTp AR S SR A A T

¢) =IEBERER /G AT mZ - (RS EA TSI /SRR R L - AR
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T4l AR 2

UGS T 7% ) BIEEALMERERSS o AILUE SR ORI - B nlfe
=3, (threeleaves) BAfER (goose) - ARESHIF MGG LR T 5
¥ | BIEELNVEEERS S 0 HEIREIRIEE (skew drum) 7521 - FAFIRHEYX
1) TR ) FTELEIORE(RIE S T APFSER (translation circle) | ¢

LS SRR
Drum Three Leaves

EFR8

TR

Fatir
Hpekae

> »

LF 48

5 AR
L}?}:ﬁ;v ‘ Skew Drum

El= KA 36°E MR = AT R TR R

d) ZIHPEER /GBI ERT AN - § - AEEE S - SHER > KRR

/SRR T - FOEElE T ) FUENE - ISP PR R
S NEPEHFEREERLA (11115101010 1) FIA A
(36° ~ 264° ~ 60° ~ 96° ~ 204° ~ 96° ~ 60° ~ 264°) - [EIE/ GR B HA %
FLLM (0618 :1:0.618:1:0.618:1:0.618: 1) FAMA (60° - 228° ~ 72° -
1322~ 156° ~ 132° ~ 72° ~ 228°) - fHIS—{EHUE - =3B/ GHIPERER GBI
BRI ) BILE PR S B E YRR - Hrb » S8 8TRaIMR
JBH) =3EToRT (BB H B3R5 - RN A m S0 SR - AR5k 7 60° -
S AR 264° ~ 96° ~ 204° 5 43HIE 120°F 144° ~ 60°F1 36° - 60°F1 144°(1y
Mo BEIE/NBIE—H » MR/ GBIEHS R EE&SEILER] 0.618 1 1 Bl 1
1.618 » » TR ERS T e LI /U8 ) HAfH 60°THHE - AR1%
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BRT B EIA 72° » SRR 228° + 132° ~ 156° > SpHlliE 120°H136°+72° -
60°F1 72° + 120°F11 36°H4F] -

[E-PY B 3605 I = A LA Y B BT S GR T sl A E

2) a=72° » b=c=54° ; ELIEHERELLWE (1176 : 1.176 : 1: 1) ¥ FO A (60° -
[14°~ 72°~ 114°) ~ FEgPSTEBREEH (151111 1.176) FIPIA (60° - 132° -
54° -~ 114°) ~ HEVUESFEREES (1011176 1 1) FIAA (60° - 114° ~ 54°
132°) = R mifs S A = [EIUE 2 ELLG] 1.176 © 1 FONA - £E1
S e R EIE AR o S SR 1.176 1 1 - 35| 1.176 FI 1 AYEL{EE
TERREELT - CERILERIIVE BRAEEGEZER - NAREESTEA
54°F11 60°fE{EAFE 6° » BIEEREEET - tRAMIE 7T

-7 e 2eE = AR S £ - GRS E A

8 S E=2x sin(36°)=1.176
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a) SRS R IEM - EIMGLL E = AV B S i A i Sl 2o B
FLIFE S RIEE RS S - WLUPRRIE TS AR RN -
SN EMTE R ZBEERILHE (1176 10 1111760 1 1) FIAA

(132°~ 114°~ 114° -~ 132°~114°~ 114°) -

&

y.
¥ .

BTN PEA T2 = A TR R T BRI /B i 1

b) =IEPHIER /(B EGIT A - BERMDERE L - Aol i
BRSNS o SMPSEIEASETE L » WU R " ARS8 R
B/ GER , - S8R/ G EHTEREESEIEE (1111
1) FOAFE (72° - 228° ~ 60° ~ 132° ~ 168° ~ 132° ~ 60° ~ 228°) - fETE /UGB E
HAEAmMEEE2ELLM (1176011176212 1,176 1 1 : 1.176 1 1) 1 N £

(60° ~ 246° ~ 54° ~ 114° ~ 192° ~ 114° ~ 54° ~ 246°) o

Bt 2 A 720 = AT ARSI = I B GBI A
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3) a=108° » b=c=36°; FELIGEEELLE (1.618:1.618:1:1) " FINE (60° -
96° ~ 108° ~ 96°) ~ L IEBRELLA] (1:1:1: 1.618) FIAFA (60° - 168° -
36°296°) ~ LN EEIEH (1:1:1.618 1) FIAF (60° - 96° ~ 36° ~
168°) - A mEiTmEMESELEN (1618:1:1:1618:1:1) IRNA
(168° ~ 96° ~ 96° ~ 168° ~ 96° ~ 96°) -

[E+/\ FEA 108 R = A EREENTEL - £8 - AR SIS E M

a) SE/RI A EZNE - SR L =SS R Z A0 s B A 5 4 I
FRMIFE—-BHIRIEERS S - TTLICARE "B SRS SRS, -
W ANEEEM T EHEEZREEA (1618 1:1:1.618:1:1) fIAA

(168° - 96° ~ 96° ~ 168° ~ 96° ~ 96°) - F 7 HILL BB £ 53 E A BIES
FNEAREREA AR - BRI/ SEAERILHIRE 1 1618 - 552
BRBE G HILLFIRSIE /BT - e 36° % = A A RIS /8
—fk - VMBI EfE T HJSILFIREIE /8, - ERER/SEENAA
96°H 168°43 5142 60°F(] 36°Ed 108°HF] -

b) =TEEAET ) GBI AT iz - BeE ML BT - B E R
RSB RNRER S - ZEASUASS/E—IE - PILIPEGRE TSR
TR/ g, - =¥/ GBI mEREA (1:1:1:1:1:1:1:1) 0
g (108° > 192° ~ 60° ~ 168° ~ 132° + 168° ~ 60° ~ 192°) - JEW /B E&EE

19 B E=2x sin(54°)=1.618
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BT ST B R 2 e

TERELEE] (1618 :1:1.618:1:1.618:1:1.618: 1) FIAFE (60° -~ 264° -
36° ~ 96° ~ 228° ~ 96° ~ 36° - 264°) - B HIELAIEEEE 53 E A HIHERER /L
SBIPA R R BRI « LR GRS RLLAZ 1 ¢ 1.618 < &%
EBESIHILLOICKER /GBI - FIEE 8 —i% » ITUMErels "Ee
LLBIRIREIS /G2 1 - BERIER/GEIZINNA 264° ~ 96°8i 228°43 /2 120°K]
144° ~ 60°F(1 36° ~ 120°F1 108°HYF] -

s 10855 = AT A S SR G A
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4) a=144° > b=c=18° ; FLPUET % LEF] (1902! 1902 : 1:1) 2 f1ANA (60°-
78° ~ 144° ~ 78°) ~ AERZVUSE SR LA (1 1 1.902) FIA (60° - 204°
18°-78°) ~ AU R ELLE (1:1:1.902: 1) FIP A (60° - 78° - 18° -
204°) -

[ A A 144CF = AP A R EESS  faR - AR (EPUR P E A

a) SRS - ST = U B RAHAY /s B 5 1 1 Bl
SESI[E] — BRI REEERS S AT AR r’rﬁi’ﬁﬁﬁ%&%ff ”""F @I, -
S ASEEEHTEREEELA (1.902:1:1:1902:1:1) 1A A
(204° ~ 78° « 78° ~ 204° - 78° ~ 78°) - Elaﬁfsﬁﬁqf@ 204°8438% 180° + P HEFENT
BMHREIE /& -

B+ 75 14405500 = e R U SR SRR /R P

20 8 E=2x sin(72°)=1.902
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b) ZIEREIEN /GBI R EZE - B ML RGO Ao s B
RHBEELHREM S » VUSRS’ ATLUPRRIE S8R S
MY UEZ ) - 28R/ GBI BT HEEEES (11111101
1) FONFY (144° ~ 156° ~ 60° » 204° ~ 96° ~ 204° « 60° ~ 156°) - HEH /GBI
T AMSELEM (1.902:1:1.902:1:1.902:1:1.902:1) f1A 4

(60° ~ 282° ~ 18° ~ 78° ~ 264° - 78° ~ 18° ~ 282°) -

== Per 144080 = fa TR R ) = SEI BRIETE /ORI AR I

(M) ER&EZHFEEDRR
RGE DL EmL > FATRT DAHE AR e b B AT R =/ P8 - s
N =FE IR ETRIETY - 2] DA A A2 2 - SRR TSRS = A e
Mo MESFIEMAP - ESHEES RS R ILOIEL - AJLETRHETIMTEREYA » F52H
o B BV B S E AR 36° ~ 72° ~ 108° ~ 144°% PUfja] ey S5 5 = 7
TN R B » A LIZ R — - 512002 EHE =R AuSER 60°HkF
ft » =AHPDLEIE EE R RAHRRIEREY - 7SS REIESE - /U =SB
R —EERERIMNIR S GBI o EEE= Ao 60°HIIRFE - TS A2 il
P AHBRITREA A SR E " AR EE - [RGB =ZE M0 2 fi -t 7 24
H3GER - 7o BhsY - 3P BRI A SRS - FROITEZ RS T AARES: (mutual
transposition) | = PR BRI/ SEHIA 22 F1 G TERY =S5 BURE I 73 ELAG RS T S E

Z% (dual pattern) | -




L

2y

REAE 39

F— Ko = A R S8 ) G TR i el S R T
N R tit I B R
(pen head) (left shadow)%(right shadow) (drum) (three leaves) (goose)
MAA131 [RERien [RlsNel (R R 0Smaron [LaLinileds [RE 1808150
60° ~ 60° ~ a+60° | 60° BH60° | a+60° s pr60° |11 1:1 i 1
B0 VB BH60C | B ak60° | BHO0° s a+60° (a0 2p+120°~ | 60° - a+f+I20° -
0 a preoe BH60° + BH60° | 60°~ at60°~ | B° pH60° @
2B460° v at60° + | +120° + pr60° - B
60° + 2p+120° | ° orpr120°
0.618 : Pil:l: [1:1:0618:1[0618:1:1: Polalclol: |0618:1:0618:
0618:1:1 0618 60°- 1329+ 0618 1:1 LE1 41 1:0618:1:
60°~ 1320+ |60°~96° |72°+ 96° 96° ~ 132° - 36° + 264° - 0.618 : 1
36° 1360, 1320|700 132 1329+ 96° - 60° + 96° - 60° + 228° ~ 72° -
132° - 132° 204° ~ 96° » 132+ 156° ~ 132° ~
60° ~ 264° 729 208°
1176 : VETEts  (rsrinamest|1ams ey |psrereyeaz {LITS o1 Li%6e
L176:1:1 | 1176 160° « 114° - L7600 1: 1 FET L1 1117601
L l60esm1ae 6001320 (540 1320 132° - 114° - 72° + 228° - 1176 : 1
72° g g |0 1140 [14°  132° « 60° + 132° - 60° + 246° - 54° -
[14° - 114° 168° + 132° » 114° + 192 ~ 114° »
60° ~ 228° 54° + 246°
1.618 {ufzle [l:i:16i8+1 |1618:1:1% [i1:1:1:1: [1618:1:1618:
1618:1:1 |1.618 60° + 96° + 1618:1:1 A B 1:1618:1:
Loge |60 967 60° 1681367 168° 168°+ 96° + 96°~ | 108° ~ 192° 1618 : 1
108°-96°  |36° 96° 168°+ 96°~ 962 [60°~ 168° » 60°  264° + 36° +
132° -+ 168° 96° + 228°  96° +
60° ~ 192° 36° + 264°
1.902 : Lofsl:  [1:1:1902:1(1902:1:1: Polol:lol: [1902:1:1902:
1902:1:1 1902 60° ~ 78° ~ 1902 :1: 1 FET 6] 1019020 1:
160° 78607204 | 18° 204° 2040 780+ 78° | 144° + 156° » 1902 ¢ 1
144° | a4 7ge | 180 780 2040789 78° | 60°- 2040+ | 60° 282+ 18°
96° + 204° - 789 ~ 264° - 78° «
60° ~ 156° | 182~ 282°
1
o | B=(180°-0) 12
bt 2=2sin (0/2)




132 AT ST A 2

M~ BRI Z S FEEERR

ST ARSI 3 SRRl P TR — N B Bl LT R A 17T -
(—) BE—ERaHiE

SEIEL= AR - 35T AR = f A - B I = AT
B TR ST = AR - SERIEE = IR T
{5 A 60K - FHE I = [N 60°M ST B (I TEIB /< (I L3
T HORS -

i =P R

(Z) BREEBRR

TESH = AP E T - SBORAR T2°092E 8 36°nI T mEEN LR E £ - 5
HTZhRAf (Penrose tiling system) » BUELUS RIS ZS M S ELRE - 7550 — Loty
G R GRAE R 2 - SERTEE P 2 - Hh— i (fat) 2 - Bt —EEn

(thin) Z2ft7 - DL RSN BERYIE 5 N RS GaIbe LR A - ST R
1976 5 6 H 24 HIa B E ] EE LRI —(HEF] - 2EHH] 4133152 55 -

ooRAlE o (EHHITEELERENEGE Y=atbxte log(odd)=P/(1-P)} * 2005.8.29
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fEfF—ERE - AT AR « RO B - LA - A - T E A H
Bk < 7E 1965 -2 1970 SRR - GHREELE RN IR R BT 2 S1FIFE » SEE T A
REFE AT SEBGAUTAAE - 1988 R AP ST — MRt A RS AY BRI S - TR 2 5 1994 47
R E B R Tt o ShEEME - BT AT O R SR
(TS > - AR ZERE B2 T2°M R s — i
A 36°RYMIZE I AR Y - G2 R — 170 2 - FRAMTATLAGE RN 26 S S i
PEA s s B LER ¥« ZA-FfER R Sk - MIAKHT (Stephen Collins) #4fif {1
(Bob) FE=UFA&HHY -

BT - 853 E—

RV N2 U WA\ RIS {52 T
f{%ff“H Ha,f_j%ahf BAE20054E7 5 H (4
B AN e N At ff%ﬁﬁiaﬂ
ANV PNV N AN %lJZQEkE%{E%u‘W;}ﬂL@
N SN AT AL LA
W R 0 AR
AT RN A ST S 2R 2SR T
Vi s w2 P ———

o P Bl HT ZEHRAT -
A PR LR

2 Stephen William Hawking H{E R 1942 45 1 F 8 [ 924 -
B HKES - Wolf Prize > ,@—f[ﬁi&ll’ﬂ FEPENNESEIE., —  BIKERFIHERIE 1976 51 A 1 HBH

1000 S FEICHAT « SEUEEAE © T {EER SR Y S R LUSRE N - | I9EmEIsis s - B .
B BER . R B ﬁﬁfﬁfhk?i%
Wt SRR NILHEREES T ZME L (A Knight on the tiles ) -

* HEBE SZEENT(Roger Penrose)¥ - (RAHTAE) &L @ $E50FNTEEE - 1993 © Roger Penrose H3LJFU# /2
{The Emperor's New Mind: Concerning Computers, Minds, and the Laws of Physics) , Oxford University Pre-
ss, 1989,
% Tony Phillips, {Penrose tiling Down Under ) , Math in Media, August issue of year 2005, Stony Brook Univer-
sity, email tony at math.sunysb.edu.
7 5i43E] (Golden Section ) BUEEEE » 2 7820 X2-X-1=0 (1 TE(EAR - BT (1+sqrt5) /2=1.61803 39887 49894
84820( =¥ Phi Number) =
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s S ANE S — (HFE R AR ZE A - el RAVE 1979 AR S
%i—kjt’ﬁ%-"HJ““TTfr"iu 49 199 34f RERMIEER e > HidmE 2 2SR ~ 5 1997-98
TFAERHIRNAL 7*\“ PEITEAR SRS SRR - 84T 2003 SFAEL
R AR i ER R ER B R I TR H@im‘ﬁ

ﬂjﬁﬁﬁj‘}i"‘l VA ZE R BT RTR AR T 2 RN ] - AR I R

[ % - 7F fv’LHIJH’M'L 2 (kite) BIPEIE (dart) [@%€ - G225 — 15 - iﬁﬁ%l@ﬂ'?@
’?73? A MELRBCRRIIEEARR - HE &JDLJEH’])du\LW"’ ANE] - HAa

= Pfél_l H”]TEJ,“ =

BET - 5 (Martin Kemp) -~ SEEAFFAENEE - FH (KEAE 2 5w 0 ATIEARAIEEE
fhy —3E o (Kemp, 1981 )

¥ Science in culture: A trick of the tiles. Summary: Penrose tiling is realized on a huge scale in Perth to give a per-
ceptual feast for the eyes. (Kemp, 2003)

# Molecular and Chemical Sciences Building at the University of Western Australia in Perth.

I Bachelor Hall Miami University Oxford, OH 45056

3 Carleton College One North College St. Northfield, MN 55057

** Boise State University, 1910 University Drive Boise, Idaho 83725-1145 USA

#* Alex Feldman, Associate Professor, College of Engineering.

3 Meredith College, Raleigh 27607-5298
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(=) 1818ZFE R (The Mitre System ) *

RS T K = KCHT P {3 B - 2 %5 (Adrian Fisher) FIE #E{E - &) « 55
(Edward Taylor Pegg ) DL (pyramid) -~ ffE (fin) ~ f@1E (mitre) =T ME]
ZEAH R - BIdRORIE (cork) ~ B (fan) - $8#JF (bell) BIIE J5IE55E PUff < f5E %
o BRI & R R (R 2R %Fﬁcfﬁ'@‘?ﬁfﬂ:%ﬁ (The Mitre System ) -
e o 1] 2 52 R LL B B Py A 20 S (0.518 ¢ 1) 1 (90° ~ 60° ~ 75° »
135°) © FAEERE FEAVZRILERAASHIE (111 1.366 : 0-355) 1 (90° ~ 60°
120° ~ 90°) ; {EEEZA SR LLIEEL AR5 (1 0.518 2 1: 0518 1 1) F1 (60° -
135° ~ 105° « 105° ~ 135°) - FH2:% @ iy fgE A m}f

CORE SHAPES SUPPORTING CASTS
PYRAMD FIN MITRE CORK BELL SQUARE

(i o il S PR N AN B SR e B R

(PU) B#LENE (Chaos Tiles ) 245 °

P B A B A RIS HE TR - M) - A DL I8 BP S » SEIN R AR R
EEREE A IR A (SRR AT - RIRFR AT LARC S 3 ~ 6 - 9 B 18 S fiiln e %ﬁﬂig
ST A - {Lu»t‘fFTf—‘*@”_-’%LLmﬁi{ﬁﬁﬁi AR TR A =\ 2 R R % - ™ H’J
EEBIFIA A AE (1110 101) ~ (40°-200°~ 60° ~ 100° ~ 140°) I (1 °

3 Adrian Fisher {1 Edward Taylor Pegg, Ir. [i% 2001 4 10 H 30 HI:[aMEELL CE&EMmM ( Tessellation
Sets) ) FHIE) 6309716 YEELF) -

37 Adrian Fisher , Edward Taylor Pegg, Jr. 1 Miroslav Vicher, {{#HZ314 %4 ( The Mitre Syslem) Y AR

S| (IR O MRS R A) - T2 0B (Adrian Fisher) FIZHHIE 2060 HEs
(Edward Taylor Pegg ) TE/E/f) SR SRR H -
s [FRER 37 -
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1:1:1) ~ (80°-160°-60°- 100° ~ 140°) -« FEME M2 —EE » Falfdi 22 575
B - B E A E B hnE] A ek g ~ Pk - AL EEE AL - ENE
ERSHIRA ~ HEEEEEE - FIRIBIZE « IEERHE ~ THGEES - B - K iETSHSE -

b~ FRREETER

B - A28 - BSEL R R RAOCEME R - AR R A
R - AR R - (BRTRESUTEIRE » FIZE R - 702
Hiopdi T AR

FLP 8 P L B A et % - SHE IR AIE S - $E1E 1T E (Seaiisthdis
HI] (Rules of Decorative Bricks) } * « HAZFUIT © 1) RGeS w7 w
2) RESEEIR I EGER N ¢ 3) A - HERANHITEORA Sl © 4) 7EfH
i - GESUREIH R DAOYIE ¢ 5) BESESTRIHALRY AR B A - ETTHERE R H
BN - 6) ZMELRIAAVIEIZE - RESVFIHE M ZS MR MRS S E 5 7) i
ZhE AR ZEAA M 5 8) AILARIR A E IR M 2 I BRI MR B 2eaEt 0 9) iR
STARUINE B BIA IR = A R S - B R E AR AR E T AT DAY

G AT T SRR SR, o (R (SEEmIREE ) X
TS AR - EoE 0 AR~ A - AR VUSRS RS/ SET A = IE R ERE
JGBIE » S RIBEEIRRYEIEE - 2 fH A 22 SRS B S E - SRR E = - (2
TG RS A m R E A - HR o IR A E R EhE R T T
1 - IRESEERAEEER AR - = ERFEEEIUSZENSEESE - 2248
BRI /S =ZE R BRET /GBI - HPadE A8 A AR 60° - Bify
SHAMESE TR IMEE R BEENE A - ZEREEE/ GSBRIRES - (B2
it TATERSIERIRHR - Z5RER/ING © SV A EE K DIy EI RIS FIBE G
PIHIEEE RN » TERARA BT - HoA » ILRMAVESL ~ £ - AR =S - 19
1 60°F » I TRIEERM RS ) NIV DEENAHES A 60° A — » ilaER - H
o IERFEGELR - A - GRS EUSPEEE - thik T EnERERA , 1 TR

A ) B - H/\ o INEILRMUS IV ST E > rTRefE U BA L L AGEH

* [l 38 -
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(S T B AL G R FEEI N - i IR BI SRR M
2> f\ﬁ‘)ﬁ‘d\- -E - HREREEN - ?T’\ M EIEZSRESRART ) R TR BT
B FLESS R - 7EREELN DICAEELE -

ATl TALT AR EAE AL, o T BRI AP rh E EEHAE ﬁ&nmﬁzf_w Moz
FIEEMAMER SR Al R TVEi Af\ﬁﬁ E}Lfkfif 15| » Ay S B 2 P [
7¢ o TEHANERT T - S

7\ nmnﬂ‘jiﬁiﬂi%ﬁﬁnlfﬁ

B BRI N B B S R A R A B A P R A B AR -
[l TN A SR N TR BT B S R TR AR AR A TR B
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A Study of Innovative Plane Tessellation

Patterns Systems
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Department of computer science of information engineering
Asia University
Lioufong RA300, Wufong Township, Taichung Conuty 413, Taiwan, R.O.C.

Abstract

[nvention always comes first and innovation follows afterward. An
invention is a discovery: an innovation is then the applications of inven-
tion to a product or service that is new to the market or simply new to the
adopter (see Schott; 1981). If applications have not yet utilized, a great in-

vention will have no contribution to our economy.

US Patent & Trademark Office (USPTO) awarded the first invention
of plane tessellation to English mathematician Roger Penrose in 1976.
Since then, the plane tessellation tiling systems have been mushrooming
around the world. As today, there are 217 patents already awarded by
USPTO and 162 applications are waiting for approval. The applications of
these patents cover broadly from paving, wall-covering, toys, and games,
to image processing, communication technologies, bioinformatics, ge-
ographical information systems, integrated circuit design, digital camera
applications, etc. We may foresee the future of plane tessellation inven-
tion not only continuously show tangible applications but also render end-

less innovations.

This study starts with description of the basics of plane tessellation
system and a web-based search and mining tasks through USPTO data-

base. At first we introduced the regular polygons, then described our inno-
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vative periodical plane tessellation including Napoleon's tessellation tiling
system, and lastly reviewed recent topics of Penrose tiling, Mitre, and

Chaos tiles systems.

Key Words:plane tessellation, regular polygon, semi-regular polygon,
golden section, Napoleon's tessellation tiling system, Pen-

rose tiling system, Mitre system, Chaos tiles system



