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Abstract

The local atomic environment and electronic structure of nanocrys-
talline materials can be investigated by the X-ray absorption spectroscopy
(XAS). In an XAS spectrum, the spectral feature near the absorption edge,
or the X-ray Absorption Near-Edge Structure (XANES), is dominated by
the details of the final density of state, the transition probability, and reso-
nance etc. At higher photon energy side further above the absorption edge,
specific oscillatory spectral features, known as Extended X-ray Absorp-
tion Fine Structures (EXAFS), can be used to extract the information
about local coordination number, interatomic distance and other structural
parameters. Both types of information can be obtained without requiring

sufficient long-range order of the sample atomic structure and therefore

" Corresponding author. Tel :+886-2-25866030; Fax:+886-2-25936897
E-mail address : hmlin@ttu.edu.tw
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particularly suitable of examine nanostructured materials. The goal of this
article is to review the XAS techniques and to illustrate through selected
examples their practical use to examine the structural properties of

nanocrystalline materials.

Keywords: X-ray Absorption Spectroscopy, Near Edge X-ray Absorption
Fine Structure, Extended X-ray Absorption Fine Structure,

Nanocrystalline Material.

1. INTRODUCTION

At 1962, Kubo' pointed out that the physical properties of ultrafine metallic particles
changes with the particle size. This characteristic of ultrafine metallic particles has drawn
much attention and eventually motivated the development of many new functional materials.
Nanocrystalline materials are now commonly defined as materials made of fine particles or
crystalline grains of the size between 1 and 100 nanometers. The characteristics of nanocrys-
talline materials are often emphasized: 1) It has a different atomic structure, 2) different prop-
erties, such as optical, magnetic, heat transfer, diffusion, and mechanical, from those of the
traditional crystal or non-crystal materials. These characteristics can often be attributed to that
nanocrystalline materials exhibit a higher ratio of atoms on the grain or interphase boundaries
to the bulk.? For example, nanocrystalline materials can be easily mixed with otherwise
immiscible materials or compound and form new types of alloys or solid solutions. Due to
such deviation from bulk materials, the properties of nanocrystalline materials such as the
strength/hardness, modulus, thermal expansion, electrical resistivity, surface catalysis, and
“corrosion, etc., have become important areas of research.””’

One of the most attractive aspects of nanocrystalline materials, besides its fundamental
role in bridging atoms and bulk solid, and the exhibition of quantum confinement behavior, is
that the size of particles can be used as a materials engineering parameter. For example, the
advantage of the high surface area on catalysis is obvious, as its application as gas sensors--
more than half of the atoms are at grain boundaries or surfaces when the grain size is smaller
than 10 nm. In other words, without taking advantage of other properties special to nanoscale

materials, the smaller particle size alone can be advantageous in terms of materials processing.
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Given the technological and fundamental advances of nanostructured materials fabrica-
tion, however, the creation and the characterization of nanostructured materials are not al-
ways trivial. Even the most important parameter in the nanocrystalline materials, the distribu-
tion of the sizes, is already a difficult quantity to measure. This has a profound impact not
only to the characterization, but also to the fabrication of nanocrystalline materials and to
control their properties. The necessity of adapting a multi-technique approach signifies the
challenges one faces in the characterization of nanoscale materials. Specifically, the reduction
of the dimension of particles may reach a scale smaller than what conventional characteriza-
tion techniques consider the limit. For example, X-ray diffraction technique using conven-
tional laboratory sources is not sufficient to distinguish crystalline structure with a grain size
smaller than 10 nm from amorphous. The fact that it is still widely used as the only source
providing structural information more or less indicates the shortage of proper structural tools
for nanocrystalline materials.

In the case of multi-component materials such as bimetallic alloy, the diminishing XRD
peaks due to the small sizes of each component make the analysis of the structure even more
ambiguous. Meanwhile, in the early development stage of the materials synthesis, it is gener-
ally difficult to prepare high purity composite materials suitable for precise characterization.
This may be a general problem in synthesizing new materials, but in the case of nanostruc-
tured materials, it is compounded with the lacking of sufficient tools for characterization.

We review here a general approach of multi-technique characterization using X-ray ab-
sorption spectroscopy as the core component. This approach has generated reasonable suc-
cess in overcome the problems in characterizing nanostructured, particularly the nanocrystal-
line materials. A brief introduction of the spectroscopy technique is presented and many ex-

amples are used afterward to illustrate the practical usage of this approach.
2. SYNCHROTRON X-RAY ABSORPTION SPECTROSCOPY

Synchrotron radiation is the electromagnetic radiation emitted by charged particles, such
as electrons or positrons, moving at relativistic velocities along a curved trajectory. A typical
electron accelerator or storage ring emits synchrotron radiation in a very broad range of pho-
ton energies, from microwaves to hard-X-rays and y-rays. It provides electromagnetic radia-

tion in certain spectral regions, such as the ultraviolet/soft-X-ray range, for which no other
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usable sources exist. It is also by far the best source of hard-X-rays, even though other
sources exist for this range.® The characteristic of broadband radiation also enables one to
select photon energy with a monochromator in a continuous fashion and make possible many
powerful spectroscopy techniques.

X-ray absorption spectroscopy (XAS) is one of the most used and in our opinion, most
relevant to the characterization of nanostructured materials. The absorption of X-rays by at-
oms is smoothly varying with photon energy except at specific discrete energies where abrupt
increases (i.e., absorption edges) corresponding to the X-ray photons with sufficient energy to
excite additional electrons from the core levels of the atoms into unoccupied states. An XAS
spectrum, basically the measured X-ray absorption coefficient as a function of the incoming
photon energy, is generally divided, by the role of multiple scattering of photoelectron, into
two different regions: X-ray Absorption Near-Edge Structure (XANES) and Extended X-ray
Absorption Fine Structure (EXAFS). XANES, also referred as NEXAS (Near Edge X-ray
Absorption Fine Structure), can be used to investigate the electronic structure of specific ele-
ments, while EXAFS is used to investigate mainly the local atomic structure concerning the
type and number of element, and nearest neighbor bond length.>'*"" The results of X-ray ab-
sorption spectroscopy (electronic structure and local atomic environment) can complement
those obtained by X-ray diffraction (long range order) and transmission electron microscopy
(local, although non-statistical, atomic structure) to provide a more precise and complete pic-
ture of the structure of the nanocrystalline materials.

The energy region which an XANES spectrum concerns usually extends to energy of the
order of 50 eV above the edge (Fig. 1) that includes the unoccupied part of band structure just
above the Fermi level. Thus, certain aspects of the electronic structure of detected element
can be revealed. While, EXAFS concerns the oscillation in the absorption coefficient spec-
trum on the higher energy side of absorption edges. By inverting these data, the location of
the first few atoms surrounding the absorbing atom can be obtained.

In the EXAFS spectral region, the interaction between the photoelectrons and the back-
scattered photoelectrons is relatively weak due to their high kinetic energy, so it can be con-
sidered as a single scattering process. In the XANES region, however, the interaction is much
stronger, and multiple scattering events must be considered. As the photoelectron wavefunc-

tion is strongly dependent on the scattering potential around the absorber, which in turns in-
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Fe Kedge : 7.112 keV

XANES | EXAFS

Relative Absorption
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Fig. 1. Fe K edge X-ray absorption spectrum on standard Fe foil of 12 & m thick.

fluenced by the neighboring atoms, in principle XANES can be used to examine the coordi-
nation geometry of the absorber as well. Nevertheless, the most powerful use of XANES is
still to explore the electronic structure, for example, the oxidation states of a constituent atom.
The position of absorption edge changes as the electronic structure of the absorber changes
which can be correlated to the chemical shifts as detected in X-ray photoelectron spectros-
copy (XPS)."

Figure 2 illustrates the interference process of EXAFS. Interference between the outgo-
ing wave and the backscattered wave of photoelectron produces the extended oscillations ob-
served above the absorption edge. To the first approximation, the period of such interference,
related closely with the separation of the absorber atom and its neighbors. Some information
can be obtained about the second nearest neighbor coordination shell, or sometimes more dis-
tant shells by more sophisticate mathematical treatment of the data. Because only atoms close
to the emitting atom produce EXAFS oscillations, EXAFS studies are not limited to system
having long-range order, like single crystals. Systems that have a well-defined coordination
around a central atom can already be studied. These include polycrystalline and amorphous,
glasses, gel and solutions; examples including amorphous semiconductor, nanocrystalline

materials, supported catalysts and biological systems.'>'*



6 X-ray Absorption Techniques in Examination the Structural Properties of Nanocrystalline Materials

L ﬁl\
W) = EXAFS
x~ray3

Constructive

Fig. 2. Interference process of EXAFS.

Although these spectroscopies can be performed with laboratory sources, with the use of
synchrotron radiation, the acquisition and quality of the XANES and EXAFS data is greatly
improved and therefore corresponding to the majority applications. Currently these tech-
niques have been successfully applied to many fields including inorganic chemistry, bio-
chemistry, catalysis, and materials science. Detailed information is available in many excel-
lent reviews and textbooks."” In this article, we concentrate to the applications of XAS to

the studies of nanocrystalline materials.

3. APPLICATIONS

3.1 Nanocrystalline Metal and Alloys

In this section, we will use the work concerning nanocrystalline Ag-Ni or Ag-Fe pow-
ders and explain the data process in greater detail as an example to illustrate how the struc-
tural information can be obtained in a XAS based multi-technique approach. Nanocrystalline
powder samples were prepared by a gas condensation method. By rapidly evaporating the
metals in the tungsten boat, small particles are condensed in helium gas and then transported
via the convection of helium gas and deposited on the liquid nitrogen cooled cold trap. The
distance between the cold trap and the evaporation source as well as the inert gas pressure in
the chamber can be optimized to ensure the smallest and most evenly distributed
nanocrystalline particles.

XAS measurements were performed at the Taiwan Synchrotron Radiation Research

Center (SRRC), with photons from the 6m-HSGM (high-energy spherical grating mono-
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chromator), DCM (double crystal monochromator) and Wiggler beamlines.”’ XAS measure-
ments at high energy photon range were performed on nanocrystalline powders using fluores-
cence and transmission modes that were detected using a Lytle detector.

Steps in the EXAFS data analysis included deglitching, background removal and nor-
malization, the determination of the experimental threshold, conversion of E (energy, eV) to k
(photoelectron wave vector, A", weighting, and Fourier transformation. For instance, the
EXAFS spectrum (Fe K edge) from a standard iron foil is shown in F ig. 3a where the spec-
trum has already been deglitched, background removed and normalized. After determining
the experimental threshold (i.e., E,), conversion into k space, and weighting, the correspond-
ing &°X (k) vs. k spectrum is shown in Fig. 3b. Finally the Fourier transformation of the £*((k)
into real space is performed and Fig. 3¢ shows the radial distribution function (RDF).

Measurements that were performed with different detection schemes were compared to
ensure that the values of, at least, the derived first nearest neighbor bond lengths were consis-
tent. The background removal and the extraction of the oscillation were performed following
established EXAFS analysis practicelg and a commercial software (WINXAS) were used to
Fourier transform the spectra into radial distribution functions (RDF).

Both Ag-Fe and Ag-Ni binary systems are immiscible, i.e., they have limited solubility
with each other at low temperatures. Ag,Fejgox and AgNijgo.x (x=20, 35, 50, 65, 80) powders
were prepared by a gas condensation method. Nanocrystalline Ag-Ni (or Ag-Fe) solid solu-
tions, however, may be formed during the evaporation-condensation process. The first evi-
dence of the formation of an AgNi solid solution were suggested by the absence of the Ni(200)
peak in the X-ray diffraction (XRD) measurement. The Ag,.Ni, samples were prepared with
different evaporation source contents. As shown in Fig. 4, Ni(200) is only visible in the sam-
ple of high Ni concentration.”? Although there is no known Ni-lattice diffraction peaks can be
seen, the measured Ni K edge absorption intensity remains nearly proportional to the Ni con-
tent. This excludes the possibility that Ni was evaporated during the condensation process.
Figure 4 shows the EXAFS spectra of the corresponding AgNijg.« powders, where slight
variation of the amplitude oscillation may be noticed. As shown in the inserted graph in Fig. 5,
the variation of the nearest-neighbor bond length (the major peak position after Fourier trans-
formation of the EXAFS spectra), shows a nearly linear relation with respect to the Ni com-

position. Similar to the Vegard's rule used to deduce the alloy composition from the lattice
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constant,” such a relation indicates the formation of the AgNi solid solution.

S

(a)

o o o oo =
B =] @ o (]
T T T T T

Normalized Absorption (a.u.)
o

=
=)
T

6.8 7.0 7.2 7.4 76 78 8.0 8.2
Photon Energy (keV)

FTk2(K))

R (A)

Fig. 3. Typical EXAFS analysis of a Fe foil: (a) EXAFS spectra at Fe K edge, (b) variations of wave number
(k) after weighing, and (c) radial distribution functions (RDF) of Fe.
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Fig. 4. X-ray diffraction of nanocrystalline AgNi powders.”
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Fig. 5. EXAFS spectra of nanocrystalline AgNi powders. The inserted graph shows the nearest bond length
(obtained from RDF) versus Ni composition for the corresponding nanocrystalline AgNi powders.™*

The sharp feature in the edge region - see the top spectrum in Fig. 6 - at a photon energy
of approximately 8365 eV is another strong indication that the Ni atoms of our samples are in
a very different electronic structure than those of commercial Ni powders (ULVAC UFP)*

which are also in a nanocrystalline form. Samples prepared with different noble gas pressure,
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which usually leads to different particle sizes, does not exhibit strong differences in the X-ray
absorption spectra, while the subsequent heat treatment caused drastic changes in the near-
edge region and the EXAFS region.

The drastic decrease of the Ni L, absorption spectra intensity of the nanocrystal AgNi
samples upon heating (Fig. 7),** indicates that a strong segregation of Ag and Ni occurred at
the temperature above 320°C. Since the free energies of Ag and Ni increase with temperature
and become eventually larger than the free energy gained by alloying in the nanocrystals, the
segregation becomes energetically favorable above a certain temperature. We also observed
different behavior on the samples of different particle sizes upon heating. For particle size of

50 nm and larger, the gain in the surface energy is not enough to form substantial amount of

- Ni K Edge
B SRR T s
c Nano AgNi
g .
; .
- /;’ Nano Ni
2 o — -
T | g Ni Standard
e
8300 8350 8400 8450

Photon Energy (eV)

Fig. 6. XANES spectra of Ni standard foil, nanocrystalline Ni and AgNi powders.?*

T T T

Ni L, absorption Edges

Intensity (Arbitary Units)

J \\\ T=320 °C
N T=380 °C

850 860 870 880 890
Photon Energy (eV)

Fig. 7. Ni L, ; spectra for as-prepared and heat-treated nanocrystalline AgNi powders.”
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i

AgNi solid solution and, therefore, no segregation can be detected at 300°C.

A simple empirical rule can be used to examine the surface segregation of transition
metal alloys:** the constituent with lower elemental surface tension enriches the alloy surface.
The same argument leads to a surface enrichment of Ag since the surface tension of the Ag in
the liquid phase is lower than that of Ni.”® The segregation temperature measured in our pre-
sent experiment is consistent, within the accuracy of our temperature measurement, with that
derived from the temperature dependent X-ray powder diffraction measurements. The result
of the XRD of the sample after heated to above 420°C followed by a rapid quenching is
shown in Fig. 8, where the Ni(200) can be clearly seen. Scanning electron microscopy mi-
crographs (not shown here) showed that the segregation made the sample thin-film-like, i.e.,
small particles no longer existed and there was a sharp division between the segregated Ag
and Ni, with Ni buried under Ag. The segregation explains the decrease in the Ni L absorp-
tion signal.

Similar results were noticed for AgFe and Ag-Co (not reported here) binary systems.
Figure 9 shows the X-ray diffraction patterns for as-prepared nanocrystalline AgFe pow-
ders.”” We also noted that there are no Fe diffraction peaks can be distinguished. The EXAFS
spectra are shown in Fig. 10a, where variations in the EXAFS regions can be noticed. It is
more interesting to note that the XANES region of the corresponding nanocrystalline AgFe
powders as shown in Fig. 10b. It can be noted that the Fe K absorption edges of these
nanocrystals show a systematic change at photon energy around 7115 eV which indicate that

the formation of nanocrystalline solid solution for immiscible AgFe system.

Ag, Ni

. Heat treated
| “Ni(200)

i

il o
WWMW ¥=0.8

o '=)—M.w:w‘-“,nr‘“;S\Q’M‘}..“@'g’\»DWAM:NW«MW.."\ X=0.65
WWM X=0.5

{4 " . X=0.35
e 0 St Sacmaid s it 34 n Y=() 3

Relative Intensity (Arb. Unit)

20 40 60 80 100 120 140
20

Fig. 8. X-ray diffraction of nanocrystalline AgNi powders after heat treatment above 420°C.>*
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Fig. 9. X-ray diffraction of nanocrystalline AgFe powders.”
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Fig. 10. (a) EXAFS, and (b) XANES spectra of nanocrystalline AgFe powders.
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3.2 Nano-Ceramics and Carbon Nanotubes

Liu ef al.®® used the X-ray absorption technique to examine the valences of V and Mo of
LiVMoOs. The XANES spectra of LiVMoOs and the standard samples at the V and Mo K-
edges are shown in Figs. 11 and 12, respectively. The differences between the energy values
corresponding to half height of normalized absorption (A 1 x) can usually be used to compare
the oxidation states of the metal cations. According to the chemical shift of LiVMoOs spectra,
the oxidation number of the vanadium ion is about +4.5 (as shown in Fig. 11) while that of

molybdenum ion is +6 (as shown in Fig. 12).
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Fig. 11. Normalized V K-edge XANES spectra of LiVMoOg and those of the standard samples.”
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The pre-edge feature can be assigned to the forbidden transition 1s to 3d, the lower-
energy shoulder to the ls to 4p shakedown transition and the strong peak to the dipole-
allowed transition ls to 4p. The initial 1s state being a ground state, the 1s to 3d transition is
dipole forbidden in the regular octahedral VOg units with a center of inversion. When the
symmetry of the VO is lowered to distort octahedral (as in V,03) or distorted square pyrami-
dal (as in V,0s), the inversion center is broken. The pre-edge absorption is then no longer
prohibited by the dipole transition rule due to the combination of stronger 3d-4p mixing and
overlap of the vanadium 3d orbital with the 2p orbital of oxygen. This intense absorption oc-
curring in the pre-edge region of the vanadium K-edge in LiVMoOg is shown in Fig. 11.

Kim, Choi and Lee® prepared TiO,/SiO, by impregnated silica (Aldrich 23 683-7) with
a solution of titanium tetrabutoxide (Aldrich 24 411-2) and toluene. Titania supported on sil-
ica samples were prepared with loadings of 1-20 wt % by Ti metal. X-ray absorption near
edge structure (XANES) of Ti K-edge of Ti-Si mixed oxides and titania supported on silica
with various Ti contents was studied to investigate the fractions of Ti-O-Si and Ti-O-Ti bonds
quantitatively by fitting the pre-edge of Ti K-edge with the linear combination of two refer-
ence XANES spectra. Figure 13 is the Ti K-edge XANES spectra of TiO,/SiO,. In mixed ox-
ides, the fraction of Ti-O-Ti was increased up to 0.55 when Ti/Si was varied from 0.04 to 0.5.
The greatest change of each fraction occurred around 0.15-0.2 of Ti/Si, which was coincident
with the formation of anatase titania as observed by XRD. This work demonstrated the possi-
bility of the quantification of Ti-O-Si and Ti-O-Ti bonds in Ti-Si binary oxides by using the
linear combination of reference XANES spectra.

Sanchez et al.** examined the nano-TiO, and nano-clay by EXAFS technique. Fourier
filtering of the spectra between 0.8 and 2.3 A extracted the first shell contribution. An aver-
age distance of 1.96 A for the first oxygen shell of anatase was considered and two fitting
procedures have been used. The second and third shells corresponding to four Ti-Ti at 3.04 A,
four Ti-Ti at 3.78 A and eight Ti-O at 3.86 A. This result can be explained considering that Ti
in fine size TiO, and clays is present in two different phases: small particles of anatase and a
mix of amorphous Ti(IV) oxo-ions specie with a broad distribution of Ti-O interatomic dis-
tances that smears out the EXAFS signal. Capel et al.’ has conducted the similar research, to
investigate Ti structure in TiO, doped stabilized tetragonal zirconia by the XANES and
EXAFS techniques. From the EXAFS results, i.e. Ti-O and Ti-Ti distances, the decrease in
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Fig. 13. Ti K-edge XANES spectra of Ti0,/SiO, prepared from impregnation method with different Ti
loadings.”

conductivity was attributed to the formation of two kinds of cation-oxygen vacancy associa-
tions with different diffusion dynamics, leading to a decrease in the global concentration of
moving oxygen vacancies.

Nano-CeO, had been heat treated at various temperatures to yield different particle sizes,
the local structure around Ce atom was investigated by EXAFS at Ce K-edge(~40 keV).” It
has been shown that EXAFS analysis at Ce K-edge is simpler and more straightforward than
the procedures for Ce L;(~5.7 keV)-EXAFS due to the absence of undesired spectral features
at Ce K-edge. The first shell Ce-O distance was found to be slightly shorter with small CeO,
particles, indicating a contraction of the lattice. There exists a significant increase in coordi-
nation number of the second cell Ce-Ce when the particle size became lager.

The local structure around both Ce and Zr of nano CeO,-ZrO, samples was examined by
using the X-ray absorption fine structure (XAFS) method in order to clarify the cation-cation
(cation=Ce, Zr) network and the oxygen environment around the cation.”® The different oxy-
gen storage/release capacities (OSCs) of CeQ,-ZrO, were characterized by means of the Ce
K-edge and Zr K-edge.
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EXAFS is used to investigate local structure of nanosized ZrO, and Y,0;.3* Fourier
transform of EXAFS compares nanosized grain with coarse grain. The large strongly specific
surface area (75m’/g) is a first approach one may interpret that a reduction of coordination
number in nano powder, amplitude is correlated with thermal and structural disorder. In
nanosized ZrO,, after compacting and sintering n-ZrO, (5-30nm), it will growth to ZrO,
(80nm), the EXAFS oscillation is nearly identical to mono grain powder. Fourier filtered and
back transformed oxygen shell can use to distinguish between the small distance (2.16A) in
the seven fold coordinated monoclinic part and large distance of the eight fold coordinated
tetragonal part of the n-ZrO, powder. Results of quantitative data analysis prove the distance
in n-Y,0; is good agreement with the distance in coarse grain Y,0; powder. A single shell fit
gives reasonable result even though the metastable polymorph present several interatomic
distances.

The oxidation state and coordination environment of copper ion-exchanged in ZSM-5
Zeolite can also be examined by EXAFS spectra.”” When CO is adsorbed on the Cu” species,
the coordination number of the carbon atom in the adsorbed CO is estimated to be 1.4, and a
value of 1.89A is obtained as a distance of Cu-C. The coordination number of oxygen is es-
timated to be 2.5, this value means that two- and three- coordinated oxygen atoms are in-
volved. When CO gas (13.3 kPa) is introduced, three bands appear at distances of 1.89, 2.05,
and 2.91A. By strong interaction between the Cu” species and CO molecules, the former spe-
cies is attracted to the latter molecule situated in a position distant from the lattice oxygen, re-
sulting in a stable configuration. The variation of EXAFS spectra, the bond length, and the
coordination number can be reasonably explained by taking account of the CO adsorption.

The structure of nano-NiO coated activated carbon fibers (ACF) had been examined by
XANES and EXAFS spectra.® A dispersion of fine NiO particles can enhance methane ad-
sorptivity of activated carbon fiber. The k¥’ weighted Fourier transforms of x (k) extended X-
ray adsorption fine structures (EXAFS) spectra of NiO and dispersed NiO on ACF has five
peak. The first peak of NiO-ACE has a little larger peak width than pure NiO. It means the
specific structure that nearest-neighbor atomic distance of NiO is larger than that of powdered
NiO. The results indicate that the electrons of the ligand valence band in the dispersed NiO
are tightly bound than those of the powdered NiO.

To understand the synergistic effect of Co and Mo in synthesis of single wall carbon
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nanotubes (SWCNT), X-ray absorption spectroscopy (EXAFS and XANES) has been used to
characterize the state of Co and Mo on the catalysts before and after the production of
SWCNT.” An important observation that may be linked to the deactivation process is the
parallel trend observed in the oxidation state of Co with the rate of SWCNT growth.
XANES/EXAFS showed that oxidized Co was present while the growth rate of SWCNT was
high. After 30 minutes in reaction, when the SWCNT growth slower down, all Co became
metallic. The EXAFS/XANES results on the Co:Mo (1:2) may shed some light in the com-
bined action of Co and Mo. These results show that Co suffers a drastic transformation under
reaction conditions. Before reaction, but after pretreatment in H, at 500°C and then in He at
700°C, a large fraction of Co is in the oxide state. After 10 min under reaction conditions, a
significant growth in metallic Co was observed, although some oxidized Co was still present.

After 30 min, the particles were even larger and essentially all the Co became metallic.

3.3 In situ XAS

The high penetration of X-ray allows measurement of the sample in their most natural
state. This has great advantage of other techniques that require the measurement to be per-
formed on specific environments, such as high vacuum or dried condition. Therefore, this
characteristic is often taken to study reaction in an in situ fashion. To increase the time resolu-
tion to allow real time measurement of fast chemical reaction, a energy dispersive scheme of
detection has been developed. We will show few examples that specifically targeted
nanocrystalline materials.

Chemical oscillations during the oxidation of CO at atmospheric pressure on supported
Pd catalysts were studied in situ by employing X-ray absorption spectroscopy (XAS) in an
energy-dispersive mode.”® From the Pd absorption spectra, a constant phase correlation of
edge position (threshold energy) with respect to the observed temperature oscillations could
be revealed. Furthermore, an oscillatory behavior in height and position of the first Pd peak
was found in the radial distribution function FT(x(k)).

A surface activation/deactivation mechanism for chemical oscillations during CO oxida-
tion on supported Pd catalyst can be confirmed by XAS spectra. The activity of the catalyst
appears to be decreased by a surface oxidation leading to an increasing concentration of line-

arly bonded CO molecules. The measured temperature oscillations within the range of a few
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degrees indicate a kinetically controlled regime (i.e. thermokinetic oscillations). Figure 14
displays X-ray absorption spectra measured during CO oxidation and reduction on Pd/C with
an integration time of 15 s each.

Figure 15 indicates two residual FT for the catalyst in the high- and low- activity
branches of reaction. The Pd foil is also shown for reference. Obviously, three additional
shells can be distinguished. The first shell corresponds 7to either C or oxygen from the reac-

tant or the support. The second and third shell correspond to bridged and linearly bonded CO

on the Pt cluster's surface, respectively.
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Fig. 14. Evolution of the Pd K-edge spectra during the reduction of PdO/C with CO (@ 5 min) and the
starting oxidation of CO and Pd/C at 180°C (@ 10 min) (integration time per spectrum: 15s). 2
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Fig. 15. Fourier transferred residual ¥(k) of Pd/C catalyst in the high (solid) and low (dashed) activity stage
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of the oscillatory reaction.



B EAES 38 1Y 19
304(b)

' 565 K

204
476

W
)
~

:

379K
104 127K

F.T./au.

&7 Vaae

01 2 3 4 5 6
Distance / (0.1 nm)

g ﬂ)istaznce}/ ((ﬁl r15m) 6

Fig. 16. Fourier transform of in-situ EXAFS spectra (K*x(k)) observed for (a) Pd-Pt/SiO,, and (b) Pd-
Pt/Al,0; during reduction in 20% Hy/Ar with increasing temperature at a rate of 5 K/min. The
flow rate was 120 ml/min.*’

Also, in situ EXAFS observation of nano-size bimetallic Pd-Pt particles supported on
silica and alumina (Pd-Pt/SiO,, Pd-Pt/Al,0;) was carried out.” Pd K-edge and Pt Ly;-edge
EXAFS spectra were measured during reduction process under a flow of 20% H,/Ar from
ambient temperature to 573 K. Metallic species were immediately formed by contact with H,
at ambient temperature for Pd-Pt/SiO,. On the other hand, for Pd-Pt/Al,O;, Pd and Pt atoms
remained in an oxidized state under H, at ambient temperature and metal particles were
formed by subsequent treatment at 427 K. Smaller metal particles were formed after reduc-
tion on AlLOj3, compared with those on SiO,. The kinds of the support have significant influ-
ence on both the process of reduction and the structure of reduced metal particles. Above dif-
ference in both structure and reactivity is supposed to be related to higher activity for hy-
drodearomatization (HDA) of diesel fuel than a silica-supported one in the presence of sulfur.
Figure 16 shows changes Fourier transform of Pd K-edge XANES (X-ray absorption near
edge structure) spectra observed during reduction process for Pd-Pt/SiO, and Pd-P/ALO;.
The bottom spectrum in both series of spectra was observed before starting reduction. In the
Pd K-edge spectra, there was a peak at 24357 eV (room temperature, in air), and its shape is
similar to that of PdCl,. The Cl atoms were initially included in precursors as ligands and

were supposed to remain on the surface after calcination. Owing to continuous monitoring of
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spectra, different behaviors of supported nano-species in the two catalysts under reductive
conditions at ambient temperature could be obtained. Metal atoms on SiO, were reducible
and formed metal particles even at room temperature and formed relatively large particles af-
ter reduction. On the other hand, those on Al,O; gradually reduced under H, and formed
smaller particles. Above difference in reducibility is ascribed to difference in interaction be-
tween metal species and the supports. And in both catalysts, Pd metal particles were mainly
composed of Pd, because relatively good fit was obtained only by Pd-Pd scattering. Both Pt
and Pd surrounded Pt atoms. It is speculated that there are two kinds of domains: one is Pd
rich and the other is mixture of Pd and Pt. And the difference in structures of reduced cata-

lysts is supposed to be closely related to of the difference in catalytic activity for HDA.

3.4 Nano-Catalytic Materials

The reaction between colloidal palladium and cupric acetate in 2-ethoxyethanol leads,
sequentially to the reduction of Cu(Il) to Cu(0) at the surface of the palladium particle and
dissolution of the deposited copper in the palladium matrix."’ The Cu K near-edge X-ray ab-
sorption spectrum shows reduction of Cu(II) to Cu(0). After deposition on the palladium sur-
face the copper is zero valent, and subsequently it migrates into the palladium particle but
only to within a few atomic layers of the surface. Results of EXAFS analysis were able to de-
termine the structural environment of copper in the “plated” colloid PdyoCu,;o-P and to com-
pare this result with the analogous copper environments in the "homogeneous" alloy particles
PdgoCuo-H and PdgyCuyp-H. Between the number of copper atoms in the average palladium
coordination sphere, N*°““, and the number of palladium atoms in the coordination sphere of
the average copper atom, N*“", in a bimetallic PdCu matrix with a stoichiometry defined by

the atomic fractions Xpgand X,.
N =X [Xpg) N

The combined EXAFS and XANES results also confirm that the copper in these dilute
palladium-copper alloy colloids is zero valent and internal to the particle, as previously con-
cluded on the basis of infrared spectroscopy of adsorbed CO. The reactivity of Cu(Il) toward
Pd(0) surfaces is confirmed, and the pathway from colloidal palladium to the final PdCu alloy

particle has been delineated. The deposition of one metal at the surface of a second colloidal
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metal is a potentially fruitful approach to the controlled synthesis of catalyst surfaces with
controlled stoichiometries. The careful selection of precursors and deposition conditions is
necessary, but by using this approach, a number of potentially interesting colloidal bimetallics
should be accessible.

The use of temperature-dependent EXAFS measurements is used to investigate the na-
ture of bond relaxation phenomenon occurring within the small metallic nanoparticles.” To
evaluate these complex structural behaviors, the disorder parameters are calculated from tem-
perature-dependent EXAFS data and then subsequently compared to simple molecular graph-
ics simulations of mechanisms involving either full cluster or surface relaxations. The aver-
age bond length and static disorder obtained by experiment appear to best fit a model involv-
ing dominant contributions made by surface atom bond relaxation.

A new catalyst for the copolymerization of ethylene and « -olefins, based on (7 -
C;Mes)TiCls, methanol, 2,6-di-#-butylphenol, and methylaluminoxane, had been examined by
Wasserman ef al.? To employ Ti K-edge EXAFS gain insights into the atomic environment
around the transition metal atom in a half-sandwich titanium-based polyolefin catalyst. Data
collection in the 50 eV window about the K-edge for our samples gave the XANES spectra.
The edge energy Ey, which is part of the XANES peak-fitting output, found to vary signifi-
cantly not only from sample to sample, but from fit to fit on a single sample. XPS and
XANES analyses confirm that the average titanium center is more electron-poor when acti-
vated in the presence of methanol and/or DTBP; line shape fitting leads to a conclusion that
DTBP limits titanium interestingly, all samples made from Cp*TiCl; and MAO, with or with-
out MeOH or DTBP, appear to be fit best to the same structure as the four-component catalyst.

Yang et al.”® studies the effect of photoreduction on the properties of Pt/TiO, catalysts
can be investigated by XANES spectra. From the EXAFS fitting results, the growth of Pt par-
ticles with the photoreduction time could be monitored. The XPS spectra of Pt/TiO, catalysts
at the Pt 4f;, and Pt 4, bands showed the presence of Pt’ and Pt*" states after photoreduc-
tion and the fraction of metallic Pt’ was increased with increasing photoreduction time.

TiO, catalysts cannot absorb visible light and only make use of 3-5% of the solar beam
that can reach the earth, necessitating the utilization of an ultraviolet light source. It is, there-
fore, necessary to develop a photocatalytic system that can be applied under visible and/or so-

lar light irradiation. The metal ion-implantation using the accelerated metal ion beam has
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been developed to modify the electronic structure of semiconductor electronic materials. By
the metal ion-implantation method, metal ions are accelerated enough to have the high kinetic
energy and can be implanted into the bulk of TiO, photocatalyst. TiO, photocatalyst, which
can absorb visible light and work as a photocatalyst efficiently under visible light irradiation,
were successfully prepared using this advanced technique.** XAFS studies have revealed that
the implanted metal ions are located at the lattice positions of Ti'" in TiO, after the calcina-
tions. These spectroscopic studies show that the substitution of Ti ions in TiO, lattice with
implanted metal ions is important to modify TiO, to be able to adsorb visible light and oper-
ate as photocatalyst under visible light irradiation.

The effect of milling is investigated on structural changes in a physical mixture of CuO
and Cr,O; (denoted as CuO)/ Cr,0;), which is used as an active catalyst component for the
low-temperature methanol synthesis via methyl formate.” X-ray absorption fine structure
(XAFS) reveals that long-term milling causes intimate contact between fine grains of CuO
and Cr,0O; and lattice disorder in CuO crystallites. XAFS analysis of CuO/ Cr,O; milled for
50h was slightly different from the spectra for non-milled CuO and 1h-milled CuO/ Cr,0s,
that suggesting that some structural changes would occur during the course of prolonged
milling. FT-XAFS shows that the bond distances of Cu became longer and that the peak
heights for the bonds became lower with increased milling time. The structural parameters
calculated by curve fitting clearly revealed that the bond distances were lengthened by pro-
longed milling from 1.94 to 2.07A for Cu-O and 2.78 to 2.93A for Cu-Cu. These findings in-
dicate that the lattice disorder (amorphization) took place in the surroundings of Cu atoms in
the CuO crystallites. The XAFS study clearly displayed that the lattice disorder occurred in
CuO crystallites in CuO/Cr,0; samples milled for prolonged times. This agreed with the dis-
appearance of the CuO peaks in the XRD profiles and the abrupt increase in the CuO lattice
strain for long-term-milled CuO/Cr,0;.

4. CONCLUDING REMARKS

The analysis of X-ray absorption spectra reveals element-specific information on both,
the electronic structure of the absorbing species and its local environment, even in disordered

systems. Using state-of-the-art methods of measurement and computational modeling, it is
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possible to develop a detailed understanding of the shape and morphology of the nanoscale
materials. The XAS technique is of intrinsic and practice value for structural and electronic
studies in nanomaterials for catalytic and surfaces. Except the static XAS measurement, the
very exciting future developments will come from dynamic studies on the chemical reaction
of nanoscale materials. We reviewed using powerful tools of extended X-ray absorption fine
structure (EXAFS) and X-ray absorption near-edge structure (XANES) to study the structural
properties of metals, alloys and ceramics, in situ studies of surface reaction, and examining
the catalytic activity of these nanoscale materials. We believe that XAS analysis for dynamics
and surfaces can provide a valuable contribution toward present and future fundamental and

practical research for development of nano science and technology.
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Abstract

Taiwan, an island nation, has become an important player in science
and technology development. Realizing the potential in biotechnology and
information technology advances, researches in these areas have been a
priority among universities and research institutions in the country. At the
same time, there is an awareness of the need to educate people on the im-
pact of scientific advances on Taiwanese society and enable them to
evaluate and judge the role of science and technology in human society. In
this regard, biotechnology and genomic medicine have received much at-
tention. Science, Technology and Society (STS) network and Ethical, Le-
gal, Social Issues (ELSI) research centers have been established to edu-
cate the public and promote researches in the ethical implications of bio-
technology and genomic medicine in Taiwan.

Many universities in the country have included courses on science,
technology and society for non-science students to promote better under-
standing of science in the future generation. In this paper we assess the
courses offered in science to non-science students in selected universities
in Taiwan. We evaluate, in detail, the science courses offered through the
Holistic education curriculum in Fu Jen Catholic University and propose

ways by which a Catholic university could play an important role in pro-
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moting a scholarly and healthy discussion on the impact of science on

human society and values in Taiwan.
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1. INTRODUCTION

The development of science and technology is a blessing and a burden for human soci-
ety. Not an hour passes by in the life of a modern human being, which has not been enhanced
by science, but at the same time there is a fear of being overridden by unregulated technology.
The influence of science on human society is so deep that scientists alone cannot decide the
future direction of science. To enable wider participation in deliberation on the role of science
in human society and values, it is important to disseminate scientific knowledge to the public.
There is a need for the public to understand and judge what those people in white coats do
behind the closed doors of laboratories. Communication between scientists and the public is
necessary to minimize the burdens of science. The universities must be a place, which can
give a lead, and be a guiding force to build a structure for the government organization,
church and other non-governmental organizations. Taiwan, as one of the leading players in
the development of science, has felt the need to educate the public on science that they are

well equipped to make an informed decision. To achieve this goal, a “General education cur-
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riculum” has been included for university students, by which they are expected to possess ba-
sic understandings of science and technology. Since this is the first workshop of this kind to
form a sectorial group to understand various realms from different continents; we give you a
brief description of where Taiwan stands in this area of general education, which is meant for
all people. Before we outline the impact of the “general education curriculum” and the role of
Fu Jen Catholic University in promoting such a curriculum, we would like to introduce you to

science education in Taiwan and to Fu Jen Catholic University.

2. BACKGROUND

a. Information on Taiwan

Taiwan, which is an island 394 km long and 144 km at its widest point, is shaped like a
tobacco leaf. Taiwan, formerly known as llha Formosa or “beautiful island,” one of the is-
lands of this chain, is the largest body of land between Japan and the Philippines. Taiwan has
a total area of nearly 36,000 sq. km, separated from China by the Taiwan Strait. It is about
220 km at its widest point and 130 km at its narrowest. As of November 2002, Taiwan had a
population of 22.51 million people. Its population density is about 622 persons per square
kilometer. Its economy had experienced a steady growth due to the spread of the universal
education throughout the island. The Year Book of Taiwan 2003 states that, “From 1951 to
2001, the number of university students, including those at private colleges and universities
increased by more than 100 times to 677,171.” It further states that, “there were only five
M.A candidates in 1950 and Taiwan did not have its first Ph.D student until 1956, but by
2001 there were 87,251 students in 3,250 master’s programs and 15,962 students studying in
960 Ph.D programs.” In 1951, 34.60 percent of the population six years and older was illiter-
ate. By 1969 it dropped to 15.30 percent. Currently about 5.34 percent of the population is il-
literate, mostly the elderly. Taiwan’s constitution is based on the three principles of the people
known as principles of nationalism, democracy and social well being formulated by Dr. Sun
Yat-Sen the founding father of the Republic of China (ROC).

b. Education system in Taiwan
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The Ministry of Education (MOE), a governing body chosen by the Central Government,
centrally manages the education in Taiwan. The MOE sets the national educational policy and
directly oversees departments and bureaus of education at the local and municipal levels. In
1950, only seven institutions offered higher education programs to 6,665 students. One Uni-
versity had three graduate-level departments. By 1974, 13 public and 19 private higher edu-
cation institutions had been opened. The table 1 below presents the number of students study-
ing in different levels in the 2001 academic year (SY2001). The number of higher education
institutions reached 154, consisting of 57 Universities, 78 independent colleges and 9 junior
colleges. A total of 1,187,225 undergraduates were enrolled in these institutions. There were
103,213 graduate students in 1,668 graduate programs. Many problems facing Taiwan’s edu-
cational system at that time centered around the inadequacy of resources, especially high stu-

dent-to-teacher ratios and high student-to-classroom ratio.

Table 1. Different levels of institutions and the number enrolled in SY2001.

Institution Total Private Enrolled
Junior Colleges 19 16 79,371
Universities and Graduate 57 30 580.898
Schools
Independent Colleges 78 - 526,956

Among the leading schools founded by the Catholic Church in Taiwan are 2 universities;
Fu Jen Catholic University &3 #i#ifi{ &£, and Providence University {5 A5 Among
other Catholic institutions and high schools are Blessed Imelda’s School E#EZ =il FE,
Kuang Jen Middle School J¢{~ £, Fu Jen Middle School K ##fi{"f1£8, the Cardinal
Tien School of Nursing & Midwifery Fff3E B & PN A E 24, and the WenZao Ursu-
line College of Modern Language g4 25225

Fu Jen Catholic University is a large, comprehensive university located in the suburb of
Hsin Chuang ten kilometers from Taipei, Taiwan. The total enrollment is nearly 23,000 stu-
dents. It has a day and evening division. The day division consists of 8 colleges: Liberal Arts,
Arts, Medicine, Science and Engineering, Foreign Languages, Human Ecology, Law and
Management. The Evening division has 14 departments. Currently, there are 7 Ph.D programs,
35 master’s programs and 44 undergraduate departments. More than 97,000 students have
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graduated from Fu Jen, since it’s re-opening in Taiwan some 40 years ago. The faculty con-
sists of about 780 full time faculty members, 140 professors, 260 Associate professors and
about 135 lecturers and more than 40 specialists in various fields. The students in Taiwan en-
ter colleges through an island-wide joint entrance examination. Almost 37% of Fu Jen stu-
dents say they have no religious faith. Besides, we can also clearly note the low number of
Christians, both Catholic and Protestant. So, Fu Jen is surely not a Catholic or Christian Uni-
versity in that a large percentage of its students are Christian. In 1994, a University commit-
tee re-wrote Fu Jen’s mission statement and educational goals. The mission statement of Fu
Jen states that, “Fu Jen is committed to a dialogue leading to the integration of Chinese cul-
ture and Christian faith; to academic research and the promotion of genuine knowledge; to
the development of society and the advancement of humankind.” How does the University try
to reach the average student? One of the ways in which the University tries to reach these
students is through the so-called “Holistic educational program.” The unique slogan of “holis-
tic education” has been taken up by several other Christian universities in Taiwan as well as

Hong Kong as defining their Christian character.
c. Religious Background

The figures released by the Ministry of Interior (MOI) in June 2001 indicated that about
12.96 million people in Taiwan were religious believers. During the Japanese occupation in
Taiwan, Roman Catholicism experienced a rather slow development. It could have been due
to the suppression by the Japanese colonial government; however there is no concrete evi-
dence to support this theory. By 1945, there were just 10,000 Roman Catholics, 52 churches
or missions, and 20 missionaries in Taiwan. When the island was returned to the Republic of
China in 1948, the number of believers stood at 13,000. In 1949, when the Central govern-
ment was moved to Taiwan, multitudes of Roman Catholic clergy and believers followed,
with a new strength and vigor. The number of converts grew rapidly during the years 1953-63,
from 27,000 to 300,000. In the year 1969, the number of Roman Catholics reached a maxi-
mum of 306,000, with seven dioceses. As of June 2001, based on the yearbook of 2003, there
were 1,135 Catholic churches, 677 clergymen, and 664 foreign missionaries in Taiwan serv-
ing about 298,000 believers. One important factor that influences the religious nature in Tai-

wan is the eclectic nature of the people’s view. People here have seldom felt it necessary to
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exclude aspects of other faiths from their personal or collective religious beliefs. As of June
2001, there were 11 primary schools, 48 high schools, six colleges, 13 universities and 90

monasteries and seminaries operated by various religious groups.
d. Science and Technology Development in Taiwan

The government has initiated a 2008 National Development plan, which stresses innova-
tion, research and development, including private investment in research and development. It
plans to spend 3% of its gross domestic product in research and development and thus make
Taiwan a best location for innovation, research and development in Asia. In the year 2002,
the National Science Council’s (NSC) budget was US$699.25 million. The NSC budget was
spent as shown in fig.1. Taiwan ranks sixth in the world in machinery and automation. Tai-
wan also cooperates with leading institutions abroad such as Stanford and MIT. It co-operates
with Stanford in producing a lower-power Integrated Circuit (IC) and biomaterials and Drug
delivery system project at MIT. In Oct. 2002, the science and Technology Advisory Group of
the Executive Yuan allocated US$857million to establish 75 biotech companies in Taiwan

over the next eight years.

National Science Council Budget (2002)

Engineering and Applied Sciences (32.77%)

B [ife Sciences (28.50%)

O Natural Sciences and Mathematics (19.24%)

O Humanities and Social Sciences (12.56%)

B Science Education (4.68%)

B Commission on Sustainable Development Research (2.07%

Fig. 1. Taiwan’s NSC budget for the year 2002

Taiwan has recognized the importance of the biotechnology industry in development for
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the 21 century. Taiwan’s biotechnology industry has continuously increased investment in
R&D, and attracted strong private sectors. As of 1997, there were around 70 centers with
1,500 employees. Taiwan’s achievements in science and technology and in the number of sci-
entific dissertations and patents are similar to those in developed countries. The success in
science and technology has been mainly due to the result of strong encouragement by the
NSC and government measures to promote the specialized areas. It is appropriate to say that
science and technology development in the R.O.C has accomplished considerable achieve-

ments and that Taiwan can be promoted as a scientifically advanced nation.

3. GENERAL EDUCATION CURRICULUM — MAKING SCIENCE
ACCESSIBLE TO ALL

a. The Beginning of the General Education Curriculum

In 1982, during a symposium on theory and practice in university liberal education, it
was proposed to give importance to ‘personality education’ along with professional education
in the universities. In the following year, National Taiwan University (NTU) officially began
a “general education” program by offering introductory courses on natural sciences, social
sciences and appreciation of art. The Ministry of education realized that the university educa-
tion at that time had become so specialized that students lack understanding of other disci-
plines and thus were unable to possess a comprehensive view on modern development. In
1984, the Ministry of Education in Taiwan promulgated amendments to the education policy
of the country introducing the “general education curriculum” [3]. The general education cur-
riculum was designed after the liberal education model of US, to provide the students with
basic knowledge in arts and literature, physical and natural sciences and technology, logic and
philosophy, history and culture. Thus every university student was required to choose 8 cred-
its in courses under the general education curriculum.

The aims of the general education curriculum were as follows:
1.To foster interdisciplinary learning and experience among students and a habit of lifelong

learning.

2.Foster students’ sense of self-respect and help them to understand and reflect upon the
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meaning of human dignity and genuine care for the society, people and the environment.
3.To help students to develop a holistic and happy life in the modern society, to broaden their

horizon, develop cultural awareness, and the ability to think and a healthy personality.

b. The Organization

At this time, the general education curriculum in a university in Taiwan is organized by
a center for general education. The center has its own full-time and part-time faculty who are
involved in preparation, teaching and research on the general education curriculum. The cen-
ter also invites faculties from different disciplines to offer courses under the general educa-
tion curriculum. For example, a professor from the computer science department would be
asked to teach introduction to computer science under this general curriculum course. A pro-
fessor from the chemistry department would be asked to teach a course in ethical issues in-
volving chemical plants in the city, and so on. To strengthen the general education curriculum
nationwide, in 1994, Chinese Academy of General Education was created to plan and pro-
mote general education among universities in Taiwan. This society publishes the journal of
General Education to promote research and exchange of ideas on general education in Taiwan
[5]. The general education curriculum consists of courses from three broader sections of hu-
manities and arts, Natural sciences and technology and social sciences. The courses on hu-
manities and art are attempt to inspire and increase self-understanding of the students, foster
appreciation of art and literature and instill understanding of the meaning and value of life.
The natural sciences and technology courses aspire to help students to recognize the contribu-
tion of modern science and understand scientific approaches and promote harmony between
human and nature. The social science courses promote good inter-personal relationships, in-
culcate concern for society and involvement in social issues and foster positive ethical and
moral values [4].

Thus the general education curriculum in Taiwan plays an essential role in making the
knowledge and developments in sciences and humanities available to all. But in reality the
curriculum does not seem to have received equal status, and is often looked upon as secon-
dary to regular curriculum by the staff and students, and hence there is a lack of quality in
planning and teaching the courses [6]. On the other hand, the government, as a part of its ac-

tion plan for building a technologically advanced nation, encourages the harmonious devel-
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opment of sciences and the humanities by promoting interdisciplinary collaboration and re-
search [7]. The developmental plan of the National Science Council (NSC) in Taiwan outlines

strategies to improve and foster scientific thinking and awareness among the public[8].
c. General Education Curriculum on Science in Taiwan Universities

To understand the quality of general education curriculum on science in Taiwan univer-
sities, we assessed the science courses offered in selected universities. The courses offered
during this semester only were considered. Information about the courses were obtained
mainly from various university websites [12-17]. Since enrollment for the courses is often
done on the Internet in most universities in Taiwan, the information we obtained is expected
to be current. The syllabi of some of the courses were downloaded to understand their content.
A sample of courses offered in Science under general education curricula in these universities

is presented in Table 2.

Table 2. Sample of courses offered in Science under general education curriculum

1.Space and ocean world 1.Public Health

2.Consumer chemistry 2.Bioethical questions

3.Search for extraterrestrial life 3.Sex and life

4.Understanding natural disasters 4 Discoveries in geology

5.Sustainable development and ecology 5.Achievements of Science in 20™ Century
6.Bioethics 6.Biodiversity and conservation

7.History of western science 7.Human resources

8.Introduction to Science fiction 8 Environmental pollution management
9.Economics of Nature 9.Modern technology and society
10.Discussion on Biotechnology 10.Applied biotechnology

11.Development of Engineering and social change 11.Biology and life

12.Dialogue between Science and Humanities 12.Ecological pollution and environmental science
13.Engineering ethics 13. Agricultural technology and life
14.Animal ethics and public policy 14 Engineering and life

15.Advances in modern biology : 15.medicine and health

16.Statistics and public policy 16.Artificial intelligence and modern science

Since the general curriculum is aimed to provide students with fundamental knowledge
on sciences, all the universities offer introductory science courses. These courses offer the
students basic understanding of different branches of science. The students who might have

not studied science since their high school years get an opportunity to understand modern sci-
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ence through these courses.

The importance of biological sciences in modern times is evident from the fact that there
are more courses on biological sciences than any other branch of science in the general edu-
cation in these universities. Ecology and biotechnology related courses are offered in all the
universities. Surprisingly, not many courses on computers and information technology have
been offered. Only a course on modern technology and society from Chung Shan University
had a small influence on information technology in society [9]. Though there are not many
courses on bio or medical ethics as such, most of the courses on biotechnology do include
ethical questions raised by advances in bio-medical sciences.

There is a lack of courses on physics, chemistry and engineering in the general educa-
tion curriculum on sciences in Taiwan’s universities. One of the reasons could be the diffi-
culty in popularizing science and in making it intelligible and interesting to non-science stu-
dents. The success of the general education curriculum in science depends on the generosity
and willingness of regular faculty from respective departments. But the demand on the sci-
ence faculty to do research and publish is high, and faculty members may not have enough

time and energy to teach in general education.

4. FU JEN CATHOLIC UNIVERSITY -HOLISTIC EDUCATION CENTER

a. General Education in Fu Jen — Holistic Education Center

Fu Jen’s Holistic Education Center originated from the common courses program of the
Division of Academic affairs in 1996. Other than making adjustments to the required courses
and credits of the particular departments, Fu Jen has also enhanced the integration of the dif-
ferent curricula. These courses are motivated to create awareness and educate the students on
the impact of scientific advances on Taiwanese Society and enable them to evaluate and judge
the role of science and technology in human society. Fu Jen’s Holistic education curriculum
has three major parts: 1).Holistic Education Fundamental Courses, 2).Language and Cultural
Development courses. 3).General Education courses. The general education courses comprise
three different areas such as humanities and art, natural science and technology and social

science.
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b. Special Contribution of Fu Jen to Education in Taiwan

As noted earlier, the general education curriculum was aimed to provide a holistic edu-
cation to the university students and thus prepare them with skills needed to be a complete
human person. The special contribution of Fu Jen to the general education curriculum is the
holistic fundamental courses, which are offered at different periods of students’ lives.

Introduction to university studies is offered to the first year students at, the beginning of
the academic year. This course helps students to understand the meaning and purpose of uni-
versity education, the mission and goal of Fu Jen. This helps the students to get acquainted
with respective departments, extra-curricular activities, library system on and off campus and
other resources, and foster good study habits.

Philosophy of Life is offered in the second year, for two semesters and it aims to guide
students towards self-understanding, independent thinking and a formation of character. It
helps them to reflect upon religion, art, ethics, rationality, ecology, society, politics, physical
and mental health and understand the value and dignity of human life.

The course on professional ethics, offered in the third year, fosters a sense of responsi-
bility and morality. It helps students to recognize ethical issues in their profession and culti-
vate skills to analyze and make appropriate decisions when faced with ethical dilemma.

These courses are well organized in Fu Jen, with a committee to plan and supervise each
of them. Workshops are conducted periodically to assess and update the curricula and the
skills of the teachers. The response of the students to these courses has been positive [10].
Initially the students may not be comfortable in discussions or may actually be uninterested
or bored. But nevertheless, these special courses are ways Fu Jen uses to promote its mission,

to share genuine knowledge, and nurture the holistic growth of the whole human person.

c. General Education Courses in Science at Fu Jen

The general education courses in science at Fu Jen are not very different from those in
other universities (see Table 3). Here too, the introductory courses on Biology and Computer
Science dominate the scene. Courses on Psychology are included in this section, since the
Department of Psychology is part of the College of Science and Engineering. Fundamental

and applied courses on computer science are offered as well, which was not the case in other
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universities examined. At Fu Jen as well, there is no course which directly deals with ethical
questions raised by science and technology except for the course on current topics on Bio-
medical sciences, which has a chapter on ethical questions. But on the other hand, some of
the required courses like Philosophy of life and Professional ethics do concentrate briefly on

some of the ethical questions raised by science and technology.

Table 3. Science and Technology Courses in Holistic Education at Fu Jen

Natural Science and Technology courses

1. Introduction to Computer Science. 18. Electricity and living.
2. Applied computer technology. 19. Fascinating mathematics
3. Computer and office automation 20. The enlightenment of mathematics.
4. Use of internet resources. 21. Chemistry and our world.
5. Introduction to computing and Networking 22. Introduction to ethology.

application. 23. Introduction to medicine and genetics.
6. Introduction to computer networks. 24. Current topics in biomedical science.
7. Information competency. 25. Medicine and living.
8. Electronic commerce security concepts. 26. Immunity and life.
9. Homepage and web server design. 27. Nutrition and health.
10. Use of library software. 28. Health promotion and protection.
11. Digital photography and image processing. 29. Diet and health.
12. Introduction to natural science. 30. Body weight control and health.
13. Introduction to biotechnology. 31. Environmental pollution and health.
14. Introduction to bioinformatics. 32. Environmental protection.
15. History of modern science. 33. Current and future global environment.
16. Introduction to life sciences. 34. Psychology.
17. Introduction to optoelectronic industry. 35. Textiles and fashion.

d. A Role for Fu Jen University in Taiwan

The education environment in Taiwan has changed since the re-foundation of Fu Jen in
Taiwan [10].
Some of the important changes are:
1.The number of universities both private and public universities and technical colleges has
increased dramatically in the past 10 years, and the number of placements available will be
more than the number of applicants. That means that Fu Jen as an individual university is
not offering a valuable service in education but finds itself in competition with other insti-

tutions.
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2.Fu Jen has also become a research university with a well qualified faculty with research
funding and publications. Similar developments have occurred in other universities as well
and the public universities are better funded and equipped. It is nearly impossible to match
up to them. Thus, the relevance of Fu Jen as a Catholic university in Taiwan is under re-
view.

3.The Catholic character and identity of Fu Jen has changed as the number of Catholic stu-
dents and staff has declined along with a drop in the number of members of religious orders
working in the departments. The maintenance and revival of the Catholic character of the
university depends upon the commitment of Catholic administrators and faculty and enti-
ties like holistic education centre, campus ministry and offices for mission and identity.

Under the above-mentioned environment, Fu Jen has moved from being a unique uni-

versity, which offered high quality education and personal development to one being one

among many good universities. Fu Jen is at a decisive point of history to be relevant and find

a place for itself in education in Taiwan. We propose that, on a leading Catholic university

with a strong science faculty, Fu Jen has a special role in making science accessible to all

people. This can be achieved through the following:

1.The holistic education centre has an important role in achieving this goal. The natural sci-
ence and technology section of the general education curriculum has many basic courses,
which introduce the fundamentals of science and technology. But courses on relationship
between science, technology and society must be developed to educate the students to be
aware of the technology influence on our daily lives. For example the courses on computer
science often focus on computer applications, software and Internet, but no course which
deals with the impact of information technology on society. The authors of this paper are
putting together a course on the impact of information technology and biotechnology on
human values.

2.Introducing topics on technology and human society in the philosophy of life course would
help the university have a wider impact. Being a required course in the university, the phi-
losophy of life course has wide impact. This course was designed to introduce moral and
religious values to the students and until now often taught by Catholics, priests, or mem-
bers of religious orders. This course often includes introduction to major religions, topics

on human relationships and moral questions related to the meaning of life. There is a need
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to modify the syllabus of philosophy of life courses to include sections on science and
technology, and with the help of the college of Science and Engineering, a course in which
teachers could prepare materials more relevant for modern times.

3.Applied ethics is an area in which Taiwan’s secular society will look to institutions like Fu
Jen for inspiration and guidance [10]. The professional ethics course is a beginning, but
there is a need to develop dialogue with wider society on ethical issues. There is an in-
creased awareness of the need for understanding of the social and ethical impact of science
and technology. The Science, Technology and Society (STS) network in Taiwan and the
Ethical, legal and social issues (ELSI) branch in Taiwan in recent years have began to edu-
cate the public and promote researches on ethical implications of biotechnology and ge-
nomic medicine. Fu Jen University has the potential to be a leader in such research and
promotion. Fu Jen has a strong philosophy and religion department, which could collabo-
rate with other science and engineering departments to develop and promote relevant ethi-
cal thinking for Taiwanese society.

4.The Fu Jen Centre for Science and Religion can play an important role in promoting re-
search on religion and science questions in the context of Chinese culture. This centre was
established in 2001 and has been involved in research on science and religion. It has organ-
ized an international conference on science and religion and has invited international schol-
ars in the field for public talks. This centre has a potential to promote the relationship be-
tween major religions in Taiwan and science. There is a dearth of information on Buddhist
and Taoist responses and understanding of developments in science. This center could
bring scholars in religion and science together to develop a spirit of dialogue and sharing of
responses. Fu Jen, in its role as a leading private university run by a religious group, can
play an important role in promoting well-founded public opinion and government policies.

5.The Fu Jen Catholic University does have a place of honor in Taiwan society as one of the
older and famous universities. A leadership role in the promotion of ethical aspects of sci-
ence and technology would be expected, and this could be a new niche for Fu Jen in Tai-

wan society.
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5. CONCLUSION

As Taiwan becomes one of the developed countries in science and technology, the need
for education of the public in science becomes apparent. In order to enjoy the benefits of sci-
ence and avoid misuse and abuse of science, and to promote and regulate scientific advances,
there is a need to increase scientific literacy of the people. The general education curriculum
for universities in Taiwan has made holistic education of people as its mission. The ideals of
this curriculum are yet to be realized in the classrooms and in the lives of students. In this set-
ting, as a leading Catholic university, Fu Jen has a leadership role to play in Taiwan. With the
strength of its committed science and humanities faculty, through its courses in philosophy of
life, professional ethics and a well-planned general education curriculum in science, the uni-
versity can make more of an impact in bringing science to the public and building a well-

informed technically advanced nation.
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Synthesis of a New Series of Mesogenic Compounds of
Cyclohexyl 2-(4’-Alkylphenyl) Nicotinates

Win-Long Chia, * Chung-Sheng Lin, Yung-An Wang
Department of Chemistry
Fu Jen Catholic University
Taipei, Taiwan, Republic of China 242

Abstract

This study describes an efficient approach to synthesize a new series
of mesogenic compounds by using of 4-alkylphenyl magnesium bromide
to react with cyclohexyl N-phenyloxycarbonylnicotinium chloride and
subsequent oxidation by o-chloranil to give regioselective cyclohexyl 2-
(4’-alkylphenyl)nicotinates ( CnPNCH, n=4-8 ) in a fair to good yield
(49-68%).

Keywords: Synthesis; pyridine-containing compounds; mesogenic com-

pounds.

INTRODUCTION

The synthesis of substituted pyridines by the reaction of Grignard reagents and pyridine
is not a practical method due to the strenuous conditions required for addition, the low yields
obtained, and frequent lack of regioselectivity'. Recently, we have been studying the synthe-
sis of substituted pyridines via the addition of 1-acylpyridinium salts®. The 1-acylpyridinium
salts are so reactive toward Grignard reagents that addition to the pyridine ring will occur in
the presence of other reactive functional groups such as ketones, halides and esters’. Applica-
tion of this methodology toward synthesis for liquid crystalline compounds have been proven

to be quite successfully in our group”.

* Corresponding author. Tel: 2-29053567; Fax:2-29023209
E-mail:chem 1008@mails.fju.edu.tw
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Liquid crystalline phases can be exhibited by molecules having several different general
molecular shapes. Only calamatic liquid crystals have found any technological importance’,
The anisotropic shape and resulting anisotropic forces of a rod-shaped molecule give rise to
the formation of liquid crystal phases. Nearly, all liquid crystal molecules contain at least one
terminal alkyl chain. The most commercially re-known liquid crystal molecule is 4-n-pentyl-
4’-cyanobiphenyls (5-CB) which was introduced in 1972°. Since then, a large amount of lig-
uid crystalline molecules were synthesized. Pyridine-containing liquid crystals were exten-
sively noticed recently’. In this paper, we would like to report the synthesis of a series of
mesogenic compounds of cyclohexyl 2-(4’-alkylphenyl)niéotinates ( CnPNCH, n=4-8 ) ,

which, however, were found do not show any mesogenic phase thermotropically.
RESULTS AND DISCUSSION

Synthesis of cyclohexyl 2-(4’-alkylphenyl)nicotinates :

Efficient syntheses of cyclohexyl 2-(4’-alkylphenyl)nicotinates ( CnPNCH, n=4-8 ) 4
were carried out first by using Grignard reagent 4-alkylphenylmagnesium bromide 1 to react
with cyclohexyl N-phenyloxycarbonylnicotinium chloride 2 to give crude 1,2- dihyhdropyri-
dines 3, which were then subsequently aromatized by reaction with o-chloranil to acquire re-
gioselective cyclohexyl 2-(4’-alkylphenyl)nicotinates 4 (Scheme 1). Yields of 4 were good
(49-68%, Table 1) indicates the high reactivity of a-position of pyridinium ring that prohibit

the attack of Grignard reagent toward ester functional group.
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Table 1. Synthesis of cyclohexyl 2-(4’-alkylphenyl)nicotinates 4a-4e (CnPNCH, n = 4-8).

Entry n Mp (C) Yield*(%) Color
4* 4 74 68 pale yellow
4 5 63.1 58 white
4° 6 62.7 62 white
4¢ 7 60.1 49 white
4° 8 54 66 white

“Isolated yields by column chromatography ( dichloromethane/hexane=2:1) on silica gel.

A representative synthetic procedure of compounds CnPNCH (n=4-8) is described®. All
compounds obtained are further purified through column chromatography ( dichloromethane :
hexane = 2 : 1) and re-crystallization ( dichloromethane : methanol = 1 : 5) . Chemical
structures of the pure products were identified from 'H-NMR, “C-NMR and infrared spectra.
One “C-NMR spectrum of cyclohexyl 2-(4’-pentylphenyl)nicotinates ( CnPNCH, n=5 )
shown in Figure 1, other spectra are listed in the reference’. All peaks in Figure 1 could be as-
signed clearly from an authentic spectrum of cyclohexanol and from the knowledge of *C-
NMR. The substituted aromatic carbon atoms can be distinguished from the unsubstituted
aromatic carbon atom by its decreased peak height; that is, it lacks a proton and thus suffers
from a longer T, and a diminished NOE. Shifts of the aromatic carbon atom directly attached
to the substituent have been correlated with substituent electronegativity after correcting for

magnetic anisotropy effects. '’
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Fig. 1. "C-NMR spectrum of of cyclohexy 2-(4’-pentylphenyl)nicotinates.
(CnPNCH, n-5)
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This series of compounds ( CnPNCH, n=4-8 ) , were not synthesized and studied
thermotropically before and subjected to thermal analysis by differential scanning calorimetry
and polarized optical microscopy. It was found surprisingly that no mesophase under thermo-
scan from their solid forms to corresponding isotropic liquid forms, although these com-
pounds are calamatic and mesogenic in nature. Compared to the analogous phenyl 2-(4’-
alkylphenyl)nicotinates (CnPNP, n=4-8)", which show a strong tendency of a semectic A
phase in a wide temperature range ( 100-70°C ) when cooling.

In conclusion, this new homologous series of pyridine-containing mesogenic com-
pounds, cyclohexyl 2-(4’-alkylphenyDnicotinates (CnPNCH, n=4-8), indicated no
mesophases, which can be observed under polarized optical microscope. By contrast, its ben-
zene analogs, phenyl 2-(4’-alkylphenyl)nicotinates, has shown mainly in semectic A phase.
Further research is undertaken based upon these studies, to synthesize a new series of promis-
ing liquid crystalline compounds, 5-cyano-2-(4’-alkylphenyl)pyridines, which is an analo-
gous series of n-CB.

Acknowledgement: Financial support of our work by the cross cultural center and the
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For 3a: To a solution of 1-bromo-4-butylbenzene (10 mmol) in 20 ml THF was added
freshly dried magnesium granules (11 mmol) under an inert atmosphere. The Grignard
solution 1 was then slowly added by syringe into a preformed solution of nicotinium
chloride 2 (10 mmol phenyl chloroformate, 10 mmol cyclohexyl nicotinate, 20 ml dry
THF at -20°C, 0.5 h) at -20°C. The resulting solution was warmed slowly to room
temperature and stirred for another 8 h. After evaporation of the THF, the residue was
extracted with ether. The crude 3a was obtained by washing twice with 10% HCI
solution and brine and by drying with magnesium sulfate. For 4a (CnPNCH, n=4): To a
solution of 20 ml dry toluene and crude 3a was added about 1.5eq. ¢-chloranil. The
reaction mixture was heated to reflux for a number of hours under inert atmosphere and
then quenched by adding 25 ml 1N NaOH solution and 25 ml ethyl ether and filtered
through celite. Normal aqueous work up and isolation with column chromatography
(SiO,, methylene chloride: hexane=2:1) affords the product 4a (68%). The analytically
pure pale yellowish crystals 4a were obtained after several times of re-crystallizations
from the combination solvent methylene chloride: methanol (1:5).

'H NMR (300MHz, CDCl;). 4a: 9.10 (d, 1H, J=1.8 Hz), 8.15 (dd, 1H, /;=8.4 Hz, /,=2.1
Hz), 7.81 (d, 1H, J=8.1 Hz), 7.61 (d, 1H, J=8.4 Hz), 7.14 (d, 1H, J=8.1 Hz), 4.91 (quin,
1H, J=3.9 Hz), 2.51 (t, 2H, J=7.5 Hz), 1.70-1.85 (m, 2H), 1.55-1.70 (m, 2H), 1.18-1.51
(m, 10H), 0.80 (t, 3H, J=7.2 Hz); 4b: 9.27 (d, 1H, J=2.1Hz), 8.32 (dd, 1H, /;=8.4 Hz,
J=2.1 Hz), 7.97 (d, 1H, J/=8.1 Hz), 7.78 (d, 1H, J=8.1 Hz), 7.31(d, 1H, J=8.1 Hz), 5.08
(quin, 1H, J=3.9 Hz), 2.67(t, 2H, J=7.2 Hz), 1.90-2.05 (m, 2H), 1.75-1.90 (m, 2H), 1.20-
1.75 (m, 12H), 0.91 (t, 3H, J=4.8 Hz); 4c: 9.27 (d, 1H, J=2.1 Hz), 8.32 (dd, 1H, /,=8.4
Hz, J,=2.1 Hz), 7.97 (d, 2H, J=8.1 Hz), 7.78 (d, 1H, J=8.1 Hz), 7.31 (d, 2H, J=8.1 Hz),
5.08 (quin, 1H J=3.9 Hz), 2.67 (t, 2H, J=7.5 Hz), 1.90-2.05 (m, 2H), 1.70-1.90 (m, 2H),
1.20-1.70 (m, 14H), 0.89 (t, 3H, J=6.6 Hz); 4d: 9.27 (s, 1H), 8.32 (dd, 1H, J,=8.4 Hz,
J=2.1 Hz), 7.97 (d, 2H, J =8.1 Hz), 7.78 (d, 1H, J=8.4 Hz), 7.31 (d, 2H, J =8.1 Hz),
5.08 (quin, 1H, /=3.9 Hz), 2.67 (t, 2H, J=7.2 Hz), 1.90-2.05 (m, 2H), 1.75-1.90 (m, 2H),
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1.20-1.70 (m, 16H), 0.88 (t, 3H, /=6.6 Hz), 4e: 9.27 (d, 1H, J=2.1Hz), 8.32 (dd, 1H,
J;=8.4 Hz, J,=2.1 Hz), 7.97 (d, 2H, J=8.1 Hz), 7.78 (d, 1H, J =8.4 Hz), 7.31 (d, 2H, J
=8.1 Hz), 5.08 (quin, 1H, J/=3.9 Hz), 2.67 (t, 2H, J=7.2 Hz), 1.90-2.05 (m, 2H), 1.75-
1.90 (m, 2H), 1.20-1.70 (m, 18H), 0.88 (t, 3H, J=6.9 Hz). "C-NMR (75MHz, CDCl;).
4a: 164.85, 160.76, 15091, 145.15, 137.77, 135.77, 128.99, 127.24, 124.67, 119.47,
73.5, 35.46, 31.60, 25.43, 23.61, 13.92; 4b: 164.96, 160.87, 151.04, 145.27, 137.84,
135.91, 129.09, 127.34, 124.76, 119.54, 73.59, 35.88, 31.81, 31.70, 31.38, 29.05, 25.53,
23.71, 14.17; 4c: 164.97, 160.88, 151.05, 145.28, 137.85, 135.91, 129.10, 127.35,
124.76, 119.55, 73.60, 35.88, 31.82, 31.71, 31.38, 29.06, 25.54, 23.72, 22.70, 14.18; 4d:
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35.88,31.97, 31.70, 31.41, 29.35, 29.26, 25.52, 23.70, 22.75, 14.17; 4e: 164.98, 160.89,
151.06, 145.30, 137.85, 135.92, 129.11, 127.35, 124.77, 119.55, 73.60, 35.90, 31.99,
31.72, 31.43, 29.58, 29.41, 29.36, 25.54, 23.72, 22.77, 14.20. FTIR (KBr). 4a: 3034,
2931, 1711, 1596, 778. 4b: 3029, 2927, 1715, 1596, 778. 4c: 3034, 2926, 1711, 1596,
777. 4d: 3034, 2923, 1711, 1595, 777. 4e: 3030, 2923, 1711, 1595, 774.
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Cumulant-based Blind Signal Separation with Subspace
Projection Techniques in Multipath Propagation

Jung-Lang Yu', Ding-Bing Lin"~

Abstract

This paper presents the eigenspace-based CBOB algorithm which
utilizes the eigenspace projection beamforming techniques to enhance the
performances of the cumulant-based blind beamforming (CBOB) algo-
rithm. In the beamforming stage of the CBOB algorithm, the minimum
variance distortionless response (MVDR) beamformer is used to extract
each signal while suppressing interferences. However, the MVDR beam-
former is very sensitive to the steering vector errors, which cause the sig-
nal cancellation effects. We use the eigenspace-based beamformer instead
of the MVDR beamformer to reduce signal cancellation and increase the
output signal-to-interference-plus-noise ratio (SINR). Computer simula-
tions are given to demonstrate that the eigenspace-based CBOB outper-
forms the CBOB.

Keywords: blind signal separation, CBOB, MVDR beamformer, ESPRIT
algorithm

I. INTRODUCTION

Wireless communication systems are rapidly growing in volume and range of services.
A major challenge for these systems today is the limited radio frequency spectrum available.

Approaches that increase spectrum efficiency are therefore of great interest. One promising
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approach is to use antenna arrays at cell sites. Array processing techniques are used to receive
multiple signals that are separated in space. Hence, multiple co-channel users can be sup-
ported per cell to increase capacity. Besides, the blind signal separation techniques are used to
save the cost of training or pilot sequences. For example, clustering algorithms [1][2], finite
alphabet methods [3]-[5], constant modulus algorithms [6][7] and high-order statistics algo-
rithms [8]-[14] have been proposed recently.

This paper combines the eigenspace projection beamforming techniques [15] with the
CBOB algorithm [13] to blindly separate the co-channel digital signals in multipath propaga-
tion. In CBOB, the generalized steering vectors are first estimated. Then using the estimated
generalized steering vectors to compute the MVDR beamforming weights and to extract the
signals of interest. However, the MVDR beamformer is very sensitive to the steering vector
errors, which cause the signal cancellation effect on the signal of interest. A lot of approaches
are proposed to reduce the effects of steering vector errors [15][16]. Among them the eigen-
space-based beamformer [15] projects the MVDR beamforming weight vector onto the signal
subspace to reduce the increase of the output noise power due to imperfection. It has been
shown that the eigenspace-based beamformer is less sensitive to the steering vector errors
than the MVDR beamformer. Here-we present the eigenspace-based CBOB by applying the
eigenspace projection beamforming techniques to the CBOB. It is shown in simulation results

that the proposed method has better performance in blind source separation than the CBOB.
II. PROBLEM FOUMULATION

Consider a signal scenario consisting D statistically independent narrowband source sig-

. - . D . .
nals in the presence of multipath propagation. Assume that total of L =) L multipath sig-
nals for L; paths for each source s,(7) impinge on an M-element antenna array. It is assumed
that the number of sources is less than the number of array sensors (i.e., D < M). We also as-
sume that the channel is constant over the available N symbol periods. With these assump-

tions, the signal received by the array at time # is
r(n) = As(n) +v(n) (1)

where r(n)=[r(n),...,r,(n)]",5(n), isa LxIsignal vector, v(n) is additive white noise with
covariance o’l,a(8,,) is M x1 steering vector of the k-th path of the d-th source and A is an
M x L unknown steering matrix
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A=[a(8,),a(0,,),...,a(8,,),a(b,,),....a(b,,,),....a0,,,)] (2)
The signal vector s(») can be expressed by
S(n)=Gs(n) (€))

Where G is a L x L diagonal matrix, with diagonal term {c,,} indicating fading factor

G=giaglc 20 mvesls 58 i, svesgCine=Cig | (4)

and g(n) is given by
?(n) =[s,,(n),s,,(n),...,s,, (n),5,,(1),....8,,,(N),...8,,(n),....5, ] %

Where s,,(n)=s,(n—1,,) represents the k-th path of source d signal and z,, indicates the
time delay. On the other hand, if propagation delay of multipath signal of each source is
smaller than the inverse bandwidth of the signals, the frequency-selective multipath propaga-
tion is degenerated to the frequency-flat multipath propagation. In the frequency-flat multi-
path environment, s, (n)~...~s, (n)=s,(n) foralld=1..D. Hence the signal vector in (3)

1s rewritten as

c, 0 - 0]|s(n)
son=| 0 & Y cosm ©)
0 0 - ¢,|s,(n) |

where ¢, =[c,, ¢, ¢, I', s(n)=[s,(n)--s,(m] and Q is Lx D fading factor matrix. In this
paper, we focus our discussions on the case of frequency-flat multipath propagation. Hence

the received signal vector in (1) becomes

r(n)= AQs(n)+ v(n) = Hs(n) + v(n) ' 7

where H=AQ =[h,---h,]. Columns of H, h;, i=1---D, are called generalized steering vec-
tors. It is observed from (7) that the signals for frequency-flat multipath fading channel are
equivalent to statistically independent narrowband sources with a modified steering matrix.
Our objective is to blindly recover the source signals {s ()}, by designing suitable
beamformers. There have many methods been presented to achieve the goal [13][17][18].

Among them, the CBOB [13] uses fourth-order cumulants to estimate the generalized steer-
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them, the CBOB [13] uses fourth-order cumulants to estimate the generalized steering vectors
followed by the MVDR beamformers which are designed to extract the signals of interest.
Here we propose the eigenspace-based CBOB algorithm, which combines the eigenspace
projection beamforming technique with the CBOB, to enhance the performance of signal

separation.
III. EIGENSPACE-BASED CBOB

In CBOB, the generalized steering vectors are first estimated by using fourth-order
cumulant techniques and then the MVDR beamformers are designed to recover each source.
However, the MVDR beamformer is very sensitive to the steering vector errors, which cause
the signal cancellation effects. We utilize the eigenspace-based beamformer instead of the
MVDR beamformer to alleviate the signal cancellation effect in what follows. First, we need
to estimate the generalized steering vectors. The CBOB applies the ESPRIT algorithm [19]
onto suitably defined cumulant matrices to derive the generalized steering vectors. The pro-
cedure is briefly summarized as follows:

Step 1: From the M x1 received data, estimate the M x M cumulant matrices

C, =cum(r,(n), 1, (n),x(n),r" (n))

C, =cum(r,(n),r; (n),r(n),r" (n))

®

and define the 2M x M matrix Cas C=[C’ C]]".
Step 2: Perform SVD on C. The number of nonzero singular values gives the number of in-
dependent sources D. Keep the first 2M x D submatrix of the left singular vectors of
C, and denote this submatrix as U, .
Step 3: Partition U, into two M x D submatrices U and U, .
Step 4: Perform SVD on [U, U,]. Stack the last D right singular vectors of [U, U,,] into
the 2D x D matrix denoted F.

F
Step 5: Partition F as F = [F} where F and F,are Dx D matrices.

Step 6: Perform eigendecomposition on —F F'. Let the eigenvector and eigenvalue matrices
of —FF' be E and D, respectively.

Step 7: An estimate of H is obtained to within a diagonal as follows:
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HZ" =%(U,1E+U,1ED") (8)

where Z is an arbitrary diagonal matrix with nonzero entries.
After performing these steps above, we obtain the estimated generalized steering vectors
{fl,,...ﬁp}. With the generalized steering vector ﬁ , the weight vector of the i-th MVDR

beamformer is computed by

w .. =aR'h (9)

PAVDRT
where @ =(h"R™h,)" and R is correlation matrix
R = E[r(mr" (n)] (10)

However, the performance of MVDR beamformer will be seriously degraded due to the im-
perfection of steering vector error. To enhance the performance of MVDR beamformer, the
eigenspace-based beamformer generates its weight vector by projecting the MVDR beam-

forming weight vector onto the signal subspace [15],

wf.:ub = UsUjiwr,.lﬂ"DR (1 1)

where U_is the signal subspace computed from the eigendecomposition of the correlation ma-

trix. The matrix in (10) can be eigendecomposed as

A
R=) e (12)

where A, 24,224, =--=1,=0c" are eigenvalues in the descending order, and

e,i=1,--,M, are the corresponding orthonormal eigenvectors. The e ,...,e, eigenvectors

O+l

span the subspace same as that spanned by h,,....,h,, which is called the signal subspace.

Therefore we have
U, =[e e, -e,] (13)
The eigenspace-based beamformer can be also interpreted as the constraint projection beam-

former [16], which projects the steering vector onto the signal subspace. The projected steer-

ing vector is given by



58 Cumulant-based Blind Signal Separation with Subspace Projection Technigues in Multipath Propagation

h,,=UU"h, (14)
Using (14), the constraint projection beamformer computes the weight vector by
wr,sub =arRM!lﬁli..cub (IS)

With w,_, in (11) or (15), the i-th signal is estimated by
S, (m=w/,r(n) (16)

(16) can be performed in parallel for all D sources. 8 (1) actually differs s (n) by an un-
known scalar. This problem can be solved by using a finite training sequence or by the prop-

erty of BPSK modulation scheme for s (n) [13].
IV. SIMULATION RESULTS

The performances of the eigenspace-based CBOB are examined in this section. A ten-
element linear uniform array with half wavelength spacing is used for simulations. There are
four BPSK source signals arriving at the array from two, three, three, and three different di-
rections, respectively. Note that the total number of signals impinging on the array is 11,
which is more than the number of sensors. The signal arrival angles and propagation con-
stants were chosen as [55°, 35°] and [1, 0.7+j*0.6];[70°, 80°, 120°] and [1, 0.6-j*0.7,
0.5+*0.8]; [40°, 90°, 60°] and [1, 0.8+j*0.5, 7+j*0.6]; [25°, 65°, 130° ] and [1, 0.6+j*0.6,
7-j*0.7].

Fig. 1 and Fig. 2 show the signal constellations of CBOB and the eigenspace-based
CBOB with sample number N=500 and SNR=-2 dB. It is shown that eigenspace-based
CBOB has better signal constellation than the CBOB. Especially, the proposed method can
extract the 4-th source successfully but the CBOB is failed. This is because the projection op-
eration in (11) reduces the norm of weight vector w, . with the array responses to the sig-
nals unchanged. Thus, w,_, produces lower output noise power than w,, . while both have
the same output signal power and output interference power. That means the eigenspace-
based CBOB has a higher output signal-to-noise-plus-interference ratio (SINR) than the
CBOB method. Fig. 3 shows the beam patterns according to the weight vectors in (9) and (11)
for all signal sources. It is observed that the eigenspace-based CBOB has higher gains in the
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Fig.3. Beam pattern for the weight vectors of the CBOB and the eigenspace-Based CBOB.

directions of desired signal than the CBOB. Further, the proposed method has a lower
sidelobe level on average than the CBOB. Fig. 4 shows the output SINR versus the sample
number when the input SNR=0dB. The dotdash lines indicate the optimal SINR calculated
from the ideal correlation matrix and ideal generalized steering vector. The dotted and solid
lines indicate the output SINRs computed by the proposed method and the CBOB method,
respectively. It is found that the proposed method has better convergence rate than the CBOB.
We also examine the BER versus the input SNR in Fig. 5. the input SNR varies from -10dB
to 0dB. The proposed method still outperforms the CBOB.

V. CONCLUSIONS

We have presented the eigenspace-based CBOB algorithm that uses eigenspace projec-
tion beamforming technique to alleviate the signal cancellation due to imperfect steering vec-
tor. Since the projection operation in the eigenspace-based beamformer will reduce the output
noise power while keep the output signal powers unchanged, the eigenspace-based CBOB
generates higher output SINR than the CBOB. Simulation results were provided to demon-
strate that the proposed approach has faster convergence speed and lower BER than the CBOB.
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Nonlinear Acm Filters for Narrowband Interference
Suppression in Spread Spectrum Systems

Jeng-Tay Yuan, Shih-Hsuan Lo, and Sheng-Lung Tsai’
Department of Electronic Engineering,
Fu Jen Catholic University,
24205 Taipei, Taiwan, R.O.C

Abstract

Our results show that the nonlinear approximate conditional mean
(ACM) interpolator always outperforms its linear counterpart for narrow-
band interference (NBI) suppression for unknown interference statistics,
whereas the nonlinear ACM predictor performs even worse than the linear
predictor when an interferer is not extremely sharply peaked. Thus, inter-
polation is more appropriate than prediction when employing the nonlin-
ear adaptive ACM filters for NBI suppression given the fact that the
nonlinear ACM filter is much more computationally expensive than its

linear counterpart.

Keywords.: Spread spectrum communications, Narrowband interference

suppression, Nonlinear ACM filters.
I. INTRODUCTION

Vijayan and Poor [1] proposed a nonlinear ACM filter (predictor or interpolator) for
NBI suppression. When analyzing the performance of the nonlinear ACM filter, previous ref-
erences [2]-[4] assume that it completely removes the spread-spectrum (SS) signal from the
measurements via the soft decision feedback shown in Fig. 1. Consequently, they actually ob-

tain an upper bound on SNR improvements of the nonlinear ACM filters, which reveals that

* Corresponding author. Tel.:+886-2-29053794; Fax: +886-2-29042638
E-mail address : yuan@ee.fju.edu.tw
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+
+5

Fig. 1 Nonlinear ACM predictor

the nonlinear ACM filters almost always outperform linear ones. However, when the statis-
tics of the interference are unknown to the receiver which is a practical scenario, our simula-
tion results displayed that the nonlinear interpolator always outperforms its linear counterpart
despite the bandwidth of an interferer, whereas the nonlinear predictor does not outperform
the linear predictor except when an interferer is extremely sharply peaked. Hence the upper
bound on SNR improvement of the nonlinear ACM filters may not reveal their actual per-
formances. In this work, a lower bound on SNR improvement for the nonlinear ACM filters
when the interference is modeled as an AR(1) process is presented. It is indicated that al-
though the nonlinear ACM predictors are never able to attain the upper bound derived in [3],
[4], the lower bound derived herein explains why the linear predictor never significantly out-
performs its nonlinear counterpart either even with less peaked interferers. Furthermore, ow-
ing to the excellent performances that the nonlinear interpolator achieves consistently, inter-
polator may be more suitable than predictor when employing the nonlinear adaptive ACM fil-

ters for NBI suppression.
II. SYSTEM MODEL

The spread-spectrum and NBI model employed herein is the same as that used in [1], [2],
i.e., the received signal at sample £ is given by z, =s, +n,+1i , where the processes {s,}, {n},
and {i } are assumed to be mutually independent. The SS signal {s,} is a sequence of inde-
pendent and identically distributed (i.i.d.) random variables taking on values +1 or —1 with
equal probability. The noise {n,} is modeled as white Gaussian with variance o, and the in-
terference {i,} is modeled as an AR(1) process given by i, =a-i,, +e¢, , where ¢, ~ N(0,07).

Figure 1 presents the nonlinear function which is given by p(g,) = ¢, —tanh(e, / 0;), where
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g, =z, —Z, in which z, =iklk-D= Za z, . is the interference estimated from the nonlin-

ear ACM predictor, and o] is the variance of g,
III. LOWER BOUND ON SNR IMPROVEMENT

As stated previously, in order to simplify the analysis of the nonlinear ACM predictor, it
was generally assumed that the estimate of s,, §, =tanh(¢, /o;) = s, . and the upper bound on
SNR improvement is thus obtained. However, this assumption is based on the condition that
o} is very small (i.e., sharply peaked interference with & >0.99) [3], [4]. Herein, the pri-
mary focus is the case when o is not very small and thus the nonlinear predictor fails to
produce good estimates [i.e., tanh(.) is in the linear region of operation]. Consequently,

§, #s, and §, is no longer i.i.d. From Fig. 1, we thus have

& =z2,-% =z, ~[i(k| k=1)-5(k | k-D)] (1)

Ekz(sk_gk)-l_nk-l-ik (2)
where $(k|k—1) is the predictable part of §k and is related to 5:. by
s, =5k|k-D)+w, 3)

In (3), w, is the unpredictable part of 3‘} that is orthogonal to §(k |k —1). Since tanh(.)

is in the linear region of operation, the following occurs

§ =2t 4)
Uk

where the variance of the innovation ¢, , o, , can be expressed as

ol =E{e}}-1=5+P+2C+0o° 5)
in which § = E{i(k |k -1} . ¢ = EG(k 1k - 1fi, - (k| k-1)]

o i . [(1—0!ﬂ)+ﬂm+l(a“ﬁ)]
P=E{[i —ilk|k-1)]'}= i
{Li, ( | )] }=o, [(l—aﬂ)z —ﬁ”(a—ﬁ)z] , with
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1 - 1 by . BB 2
ﬁzm{(”“ )+ gz}\f@[(”“ )*Uz} 1 and N is the filter size [3]. Through (3)-

n

(5) it is evident that § = E{i(k |k -1} |< E{@} =[S+ P+2C + 67 +1)/o’ =1/57 . In addition,

by using the Schwarz inequality, we obtainC* < E{[ﬁ(k [k-1)f }E{[i‘ —i(k| k- 1)]’}5 Pla .
When P is not very small (e.g., & <0.99), it dominates the terms in o, in (5).
Consequently, E{Ej}z 1/o) =1/P and |C| <1 are produced. Equation (5) is then upper-
bounded by

E{(ak—sk)z}s%+P+of+2zP+of+2 (6)

When 0.99<a <1, § =tanh(g,/o})=s, which is i.i.d. Accordingly, S(k|k-1)=0
and (5) becomes
E{e, -5,V =P +o? (7)

By using (6) and (7), the SNR improvement using the nonlinear predictor is therefore
bounded by

2 2 E .z R 2 2
10log-2-%_ <1010 Msmlog"i st (8)
P+o +2 E(|£k—sk|) 4+,

2

., O . , - .
where o’ = 1 ~— is the power of interference. Similarly, the SNR improvement em-
-

ploying the nonlinear interpolator is bounded by

o' +o!

2 2 E e 2
1010g%<1010 Mgl(ﬂog

< 9
+00 +2 E(e, -s]) I+o; ©

where 1= E{[i —fp. f(k)]’} in which fﬂA f(k) representing the interference estimated by
employing the nonlinear interpolator using the p past and f future neighboring samples of z,
(N =p+ f isassumed implicitly) [4]-[5]. Notably, 7 is usually much smaller than P as in-

terpolation more effectively utilizes the correlation between the nearest neighboring samples

than prediction does, nonlinear interpolator yields much more accurate estimates than its pre-



Bl EAIEE 38 1 69

diction counterpart through §, = tanh(g, /o;) . Consequently, the SNR improvement through

the nonlinear interpolator closely approaches its upper bound.

IV. COMPUTER SIMULATIONS

To verify (8) and (9), computer simulations were performed by using the adaptive linear
and nonlinear QRD-LSL predictors (interpolators) of order N =10 [(p, f)=(5,5) ] (with the
forgetting factor 2 =0.998) that was developed in [5], [6]. The jammer was an AR(1) proc-
ess with 0.8 <@ <0.999 and o’ was varied with a chosen « to ensure that the interference
power was kept at 100. The noise power was held constant at o =0.01. The power of the S§
signal was also held constant with amplitudes % 1. The linear and nonlinear predictors (inter-
polators) were run for 5000 samples. Figure 2 illustrates the simulation results of SNR im-
provements for predictors and interpolators. Notably, these were computed using the last 500
samples over 200 independent trials. This figure demonstrates that the nonlinear predictor
outperforms the linear predictor only when & >0.995 corresponds to an extremely sharply
peaked interference. It appears that this result is caused by the increase in the Gaussianity of
the received signal as & is decreased and also by the fact that the ACM filter is an approxi-
mate filter. In contrast, the nonlinear interpolator always outperforms the linear one even
when a is very small. However, the nonlinear predictor’s performance cannot be much
worse than that of the linear one even when a << 0.995 occurs due to the bounds that (8)

produces
V. CONCLUSIONS

In this work, a lower bound on SNR improvement for the nonlinear ACM filters when
the interference is modeled as an AR(1) process is presented. It is indicated that although the
nonlinear ACM predictors are never able to attain the upper bound, the lower bound derived
herein explains why the linear predictor never significantly outperforms its nonlinear coun-
terpart either even with less peaked interferers. Furthermore, owing to the excellent perform-
ances that the nonlinear interpolator achieves consistently, interpolator may be more suitable

than predictor when employing the nonlinear adaptive ACM filters for NBI suppression.
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On Cumulative Hazard Function Estimation for Series
System from Weibull Family

Sy-Mien Chen” and Hou-Yan Chu
Department of Mathematics
Fu-Jen Catholic University, Taipei, Taiwan, R.O.C.

Abstract

In this article, we consider the cumulative hazard function of a series
system product which is composed by two independent components . We
consider the case when the two independent components of the series are
from Weibull distributions. We propose a direct estimator and an indirect
estimator of the cumulative hazard function of the system. It is shown that
the indirect estimator is better than the direct estimator in the sense of

mean square error.

Keywords: Cumulative Hazard Function; Limiting Variance; Maximum

Likelihood Estimator.

1. INTRODUCTION

Hazard function is an important measure of quality in reliability studies. Fail to identify
high hazard function products or components could lead to a great loss. Diverse existing
shapes of hazard function well describe the reliabilities of all kinds of products and provide
solid grounds for decision making. See Lawless (1982), Lee and Max (1991), Meeker and
Escobar (1998) and references therein for mcore details about hazard function.

It is interesting to note that the hazard function of an assembly product can be estimated
by observations from the product directly or from the components indirectly. A practical

question is which method is better, and that will mainly our goal for this research. We con-

* Corresponding author. Tel.:+886-2-29052451; Fax: +886-2-29044509
E-mail: math1013@mails. fju.edu.tw
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sider a series system product which is composed by two independent components from
Weibull families. In section two, we did a brief review of such family. Then we propose a di-
rect and an indirect estimator of the cumulative hazard function and study their asymptotic
performances. In section 3, some numerical study is demonstrated to give idea about both di-

rect and indirect estimators. In section 4 we give some conclusions and suggestions.
2.WEIBULL FAMILY

The Weibull distribution is commonly used for analyzing lifetime data. It accommodates

increasing and decreasing failure rates. The probability density function f(y) and the hazard
function A(t) of Weibull family W(O',af) are given by
a-1 a-1
a . alt
f(y) = —[1] exp(~(y/0)*) and h(r)= —[—] ;
o\o o\o
respectively, for 0<y<ow, a>0, >0, t> 0. See Fig I-(a) (b) (c).The cumulative hazard

function is defined by H(7) = _[h(u)du.
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Fig I-(a). hazard function of Weibull distribution
o =0.25; te[0,10]; (1) €[0,100]
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Fig I-(b). hazard function of Weibull distribution
=1,1t€[0,10] ; A (1) [0,10]
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Fig I-(c). hazard function of Weibull distribution
o=4;te[0,10]; ()€ [0,1]

Consider a series assembly product which is composed by two independent components.

Let Z, X, Y denote the life times of the series assembly product and the two components re-
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spectively, then Z=min{X,Y}. Assume that both X and Y are from the Weibull family,
namely X ~ W (¢,,5,), ¥ ~ W (@,,0,). Then the distribution functions and the cumulative

hazard functions of X, ¥, Z are defined as

F.()=1-exp[-(1/0)"], F.(t)=1-exp[-(t/0,)"],
F,()=1-exp{-{(t/c)" +(t/T,)"]},

H,(0)=—In(l- F, (1), H, (") ==In(1-F, (1)), H,())=-In(1- F, (1)),
H,t)=H.(t)+H, (1), for 0<t<w, 0,>0,0,>0,a >0,a,>0. For the case when

a =1, i.e. the negative exponential distribution, see Chen and Hsu ( 2002) .

Since the maximum likelihood estimator is typically asymptotically efficient, another es-
timator cannot hope to beat its asymptotic variance. Hence in this research, we will concen-
trate on maximum likelihood estimators. Let © = (o,,«,), ©,= (0,,a,) denote the paramet-
ric spaces of X and ¥, and ©,= (&,,4,), ©®,= (&,.4,) be the maximum likelihood estimators

of ® and ®,, respectively. Then

Vn(0,-0,)——> N((0,0),1(0,)),

Jn(0:-0,)——> N((0,0),I"'(®,)),

where /7(®,), I'(®,), are the inverse of the Fishe( i)nforl)rjation matrices 1(®,),/(®,) of X

and Y, respectively. Let7@)=| " " |, r@®,)=| " | then
peenen ey (I;‘, 1;;] RV
2
v [a «_alnlo) aE@ELn®)
In - ] Il?. - @+l _12| g
| O-l O—ll

W E(e(Ln(t)) ) - 2Ln(c, )E(t Ln(t)) ’

ap
1 o,

22

- |
Il = p * (Ln(crl

and



W EAEEE 38 77

ay+l
2 2

1 20?
g g

e [ a, ] o= aln(o) @B L),

2

I’ = i +(Ln(o,)) + (e (Ln()) )- 231(52 )E(1 Ln(r)) |

a, g,

Let g(®.)=H (1), g(0,)=H, (r), then by delta method, one has

Jnlfr (0~ H.0)=Vn(2,(6,) - 8,(©,) —— N(0,0,D1"(©,)D,)

JnlB,()- H,(0)) = n(2,(6,) - £.(0,)—=—> N(0,0),®,1(0,)D,)

where @, is the differential of g, i=1,2,ie.

55 GG
do, oa, o\ o o, o,

o2 (2(] (42)
oo, Oa, o,\ o, &, o,

Since g(®)=H,(t)=H (1)+H, (1)=g(0,) +g,(®,), it implies that the indirect estimator
H! of H,(t) is H.(t)=H (1)+ H,(t), and

n(H! (1)) - H(6)) —==—> N((0,0),®,1 '(©,)®, + ©,I"(8,)D,) . (1)

Let ® =(o,,0,,0,,a,) and © be the maximum likelihood estimator of ® , then
Jn(O- ©)——> N((0,0),17(©)). Let H°(¢) be the direct estimator of H(t), then by

delta method, we have
n(H? (t) - H())—=—> N(0,0), @ 7" (©)®), (2)

where @ is the differential of g(®@)=H,(t), i.e.

o [ H.(0) 3H,(0) 3, () OH, ()
do, Oa do Oa,

1 2
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3. NUMERICAL ANALYSIS

Theoretically speaking, to compare the direct estimator with the indirect estimator of the
cumulative hazard function of the series system, we can compare their asymptotic mean
square error. The one with the smaller asymptotic mean square error performs better than the

one with the larger asymptotic mean square error. Notice that ®,/™(0®,)®, + ®,/7(0,)D,
I'(®) 0

0 I'(®,)
ence between @ /(0 )@, +®,1"(®,)d, and ®'I"'(®)® , which is ®'(J"(©) - I (@)D . If
we can show that J™'(®)—7"(®) is non-negative or non-positive definite, then we are done.

=®'J (@)D, where J'(®) =[ } . One way to compare is to study the differ-

On the other hand, we can study the asymptotic relative efficiency (ARE) of H (¢) with re-
spect to H'(t), where

O '(©)P +P,I(0,)P, P (O)-I(0)P

ARE (H; (1), () = T O ID

In this paper we concentrate on the asymptotic relative efficiency (ARE) of H H (t) with
respect to H’ (t) . By checking the formulas, we found that it is almost impossible to compare
the ARE analytically because of their complexity. Fortunately, the integral can be carried out
numerically. And that is exactly what we are going to do in the rest of this research. We use
Visual Fortran , Mathematica and Excel for the computations, and use Golden Sofeware Gra-
pher for graphing.

For simplicity, we concern only the case when @, 2 a, >0. First, we consider the case

when the two shape parameters ¢, and @, are the same. As we can see from Fig II (a)-(e), for
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all curves, ARE are all greater than .67 at the beginning, increasing first but then drop soon
especially when the difference between o, and &, are small, then increase again, finally be-
come stable after some t. ARE increases when & = o, —,> 0 increases, which means that for
two components with the same shape parameters, the ARE is increases as long as the differ-
ence between their scale parameters is getting larger. When the value of the common shape
parameter increases, the ARE increases. When the components are from exactly the same dis-
tributions, the corresponding ARE are quite low.

When o, =a,=0.5, the hazard functions A (¢), h,(¢), h,(¢) for X, Y and Z are all de-
creasing functions. As we can see from Fig Il (a), all the stable values of the ARE tend to be
small. When the difference between the two scale parameters § is increasing, the stable val-
ues are increasing too. This means the more these two scale parameters separate, the larger
the relative efficiency of the direct estimator with respect to the indirect estimator is.

When a, =a,=1, the hazard functions A (t), A,(¢), h,(¢) for X, Y and Z are all con-
stants. As we can see from Fig II (b), all the stable values of the ARE in this case are rela-
tively greater than those when o, =, =0.5.

When a, =a,=1.5, the hazard functions A, (¢), h,(t), h,(t) for X , Y and Z are all in-
creasing functions. As we can see from Fig Il (c), when the value of increases to a certain
value, e.g. 15, the value of ARE is almost 1 from the beginning, which is very interesting.
And again, all the stable values of the ARE in this case are relatively greater than those in the

previous two cases.

asymploycaly relaive eMciency 1/0

Fig ll-(a). ARE when a,=a,=0.5, 0,=05, 6=0,-0,.
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asympmbcaty relaiive eficiency 1/D

T vaiue

Fig II-(e) : ARE when a,=a,=4, 0,=0.5, 6=0,-0,.

When «a, =@, =4, the hazard functions A (r), h.(t), h,(¢) for X , Y and Z are all in-
creasing functions. As we can see from Fig II (e), even when the value of is as small as 1.5,
the value of ARE is almost 1 from the beginning, which means that the direct estimator is
about the same good as the indirect estimator, i.e. when the shape parameters of the two com-
ponents are large enough, the difference between the two parameters are no longer important
for evaluating the efficiency of the direct and the indirect estimator.

In the case when &, = o, , ARE increases as p =, —a, is increasing, which is similar
to the pattern in previous cases whena, =a, . After the ARE reach stability, we can see that
for @, >a, ,, the values of ARE increase as p=aq, -a, increases, but slowly. This means that
when the two scale parameters are the same, unless the differences between the two shape pa-
rameters are extremely large, the indirect estimator is superior than the direct estimator. For
small value of t, the value of the common scale parameter affect the trend of ARE. As we can
see, when o, =0, = 0.5, the curves of ARE are quite smooth. But as the value increases,
curves are not as smooth as before. Fortunately, they all reach stability latter.

It is interesting to see from Fig II and Fig III that when and , the values of ARE are all
between 0.3 and 0.4. Which indicates that the indirect estimator is superior than the direct es-

timator.
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Fig IV demonstrate the case when both & and p are nonzero. From graph we see that

the pattern in this case still the same. i.e. The indirect estimator is recommended.
4. CONCLUSION AND SUGGESTIONS

In this article, we consider the cumulative hazard function of a series system product
which is composed by two independent components. We consider the case when the two in-
dependent components of the series are from Weibull distributions. We propose a direct esti-
mator and an indirect estimator of the cumulative hazard function of the system.

Intuitively, indirect estimator is more informative. In this research, first we study the
asymptotic performance of both estimators. Then conduct a numerical analysis. From the
numerical study, we see that when the two shape parameters are the same but the two scale

parameters are quite different, either indirect or direct estimators perform similarly. But in all
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other cases, the indirect estimator is superior than the direct estimator. Hence, indirect estima-

tor is still recommended.
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Realization of Current-Mode Highpass Lowpass and
Bandpass Biquad Filters using Single CFCCII,

Yung-Chang Yin  Yueh-Chergn Liou”
Fu Jen Catholic University
Taipei, Taiwan 242, R.O.C.

Abstract

A new circuit configuration for active current filter using single four-
terminal p-type active current conveyors (CFCCII,) is presented. The pro-
posed current-mode single-CFCCII, filter would not require critical
matching conditions. The circuit configuration can be used to synthesize
lowpass, bandpass and highpass functions. The active and passive sensi-
tivities of the proposed filters have been derived. Moreover, the quality
factor 9 and the central frequency ®, of the proposed filters are insensi-
tive to the current tracking error of a CFCCII,. Finally, three experimental

results are included to verify the theoretical prediction.

Keywords: four-terminal p-type active current conveyors, sensitivity

I. INTRODUCTION

Some recent literature has mentioned that the circuits based on current-mode amplifier
will operate at high signal bandwidth, with greater linearity and with a larger dynamic range
than their voltage-mode counterpart[1][2]. In addition to the above advantages, the current-
mode approach can easily cascade the current-mode filters without additional matching cir-
cuits. Hence, the current-mode circuits have been receiving significant attention in the field
of analogue signal processing. The four-terminal p-type active current conveyors (CFCCII,)

can circumvent the finite gain-bandwidth limitation of the conventional operational amplifier

* Corresponding author. Tel.:+886-2-29053801; Fax: +886-2-20042638
E-mail address : eel1004@mails.fju.edu.tw
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[3]. A CFCCII, can offer both a constant bandwidth and a high slew rate (i.e. 2000 V/us)[4].
Recently, applications in the realization of various filter functions using some CFCCII,s have
been published [5]-[9]. However, the current-mode filter using only one CFCCII, has never
been synthesized. In this paper, a circuit configuration for current-mode filter using single
CFCCII, is presented. This proposed circuit can be configured to realize either a lowpass
(LP), or a highpass (HP), or a bandpass (BP) filter function. These current-mode filters have
high output impedance, so they can be cascaded without additional buffers. Furthermore, the
quality factor 9 and the central frequency , of the proposed filters are insensitive to the cur-
rent tracking errors of a CFCCII,,. Finally, three experimental results are given to confirm the

afore mentioned theoretical analysis.
II.CIRCUIT DESCRIPTION

The circuit symbol for a CFCCII,, is shown in Fig.1. The port relations of a CFCCll,can
be characterized as i. = iy, v, = v, i,=0 and iy = i.. The proposed circuit using a single

CFCClI, is shown in Fig.2 and the transfer function can be expressed as:

i: Ly, (1)

7, TYL+YY+EY+EY,

where Y; — Y, are the admittances.

ix iz

YR —— X A
CFCCII

Vixr someed 7 0 p——

1}r ID

Fig.1. A CFCCII, symbol

ID
¥, X o ..
lin | crocH
7 Y 0
v ¥
I R e

Fig.2. The proposed circuit using a single CFCCII,
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For (1), ifY;=G,, Y>=G;, ¥; = 8C; and ¥, = G,, as shown in Fig-3, then the transfer

function has a biquadratic LP characteristic with

i t @)
I, YO0+ 506 +C6)+6G0,
the central frequency: @, = ( G,G, yi
G,
1 CC.G
the quality factor: 3 = -3y 12
quality C+C. ( G, )
G
s X z |
- G CFCCIL
iF ¢ .
=C; o

Fig.3. Second order lowpass filter

For (1),if Y, =G;, Y;=5C;, Y; = G;and ¥, = SC,, this circuit, as shown in Fig-4,
is a biquadratic HP filter, with

I ok ol
2 (3)

o

I - S'CC,+S(CG, +CG)+GG,

GG 172
the central frequency: ®,=(—=
L (Cz(.‘4 )
the quality factor: 8§ = Tk b
! G +G, : C, )

Similarly, for (1), if Y,=S8C;+G,, Y,=8C;, Y5 = SC5+G;and Y, = G, this circuit,

as shown in Fig-5, performs a second order BP function, with

SC.G, ”
SCC,+CC,+CCY+S(CG +CG,+CG +C,G, +C,G)+GG,

]{i
1! n
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Iin CFCCII

I

Fig.4. Second order highpass filter

Gz ID
X T it
Tin 43 CFCCII
I ¥ 0
|_||._|
Cs

4} L

Fig.5. Second order bandpass filter

GG,

12
CC,+0C +L.C )

the central frequency: ©,= (

GG,(CC, +C,C +CC)

the quality factor: § =
C.G+CG, +CG +CG,+C.G,

The quality factor 9 and the central frequency @, of the proposed filters are derived.

The comparison between this paper and the recent ones ( 12~14 ) [ Gunes and Anday

(1996), Chang and Tu (1998), Yin(2003) ) is shown in the table I.

Number of CFCCII, components

Paper L] Lowpass highpass bandpass
Gunes and Anday(1996) 3 3 3
Chang and Tu (1998) 4 4 4
Yin(2003) 2 2 2
Yin(present) 1 1 1

Tablel. Comparison of the active components
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From the above table, we can see that the required number of active components is in-
deed reduced.

III. SENSITIVITY ANALYSIS

Taking into consideration the non-idealities of CFCCII,, namely V, = aV,, a = ¢, / & /
<< 1, denotes the voltage tracking error and [, = I, f = I- &, /& /<< 1, denotes the output

current tracking error, the transfer function (1) becomes

I R o A
o 274 374 (S)

I, BOY,+YY,+YY,+YY +YY,-ary)

By relating a sensitivity parameter F to the element of variation X; by

= s B

st
= ar

it is easy to show that the active and passive sensitivities of the parameters w, and 9 can

be expressed as:

(1) LP filter (for Fig.3):

Sa,, =S5 =2

2.03 4 2

so. =s! =-1

103 2 2

1 C

B =g
¥ 2 (C,+C3)

1 C

S! =—- -
® 2 (C,+C3)

SP=82=8,=0
SS‘ - aC}G-I
* CG,+CG,+CG,—aCG,

(2)HP filter (for Fig.4):
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o o e L
S:-‘h ?'J_E

) 1
SF‘Z‘-Q iz=_5
g: =1__G

" 2 G+G,
SS =l_ G]

® 2 G +G,
S:":S;":SZZO
8 O.'C¢G3

S¥%=
“* CG +CG +CG -aCg,

(3)BP filter (for Fig.5):

sw. =1,
1.3 2
sz_l C(C,+C,)
& B A ’
swﬂ=—l C,(C,+C,)
“ 2 A
B ==l;
sm=+~]~ C,(C,+C,)
5 2 A ’
st =1- G(C,+C,)
S:=1- Gx(C]+C2)’
A,
g _C(C,+C) AG,
. A A,
2 _C(C,+C,) AG,
A A,
S§e=81=0
so=1
2
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o _CCHC) _AG+G,+G)
A A,
f= aCAGJ
* CG+CG,+CG+CG,+CG,—aCG,+CG,

where A,=C,G:+C,G,+C3;G,;+C,G3;+C:G, and A=C,C>+C,C;+C,C;.

Clearly, the passive sensitivities of the proposed filter are very low. Moreover, the natu-
ral frequency o, and the quality factor § of the proposed current-mode filters are insensitive

to the current tracking error of a CFCCII,.

IV. EXPERIMENTAL RESULTS

To verify the theoretical prediction of the proposed circuit, three filter prototypes have
been constructed with discrete components. The AD844 can be constructed as a CFCCII,,. All
the experiments of the three mentioned filters are described below:

(a) A biquadratic LP filter, shown in Fig.3, was constructed with

G,=G,=10" £2', C,=C;=1uF. The experimental results for the gain
and phase responses are shown in Fig.6(a)(b).
(b) A biquadratic HP filter, shown in Fig.4, was constructed with
G,=G;=10" 2', C,=C,=1uF. The experimental results for the gain
and phase responses are shown in Fig.6(c)(d).
(c) A biquadratic BP filter, shown in Fig.5, was constructed with
G,=G;=G,= 1073 7', C;=C,=C;=1uF. The experimental results for the
gain and phase responses are shown in Fig.6(e)(f). The theoretical analysis corre-
lated with the measured results with few errors which due to the errors of the use

of passive elements. Experimental results confirm the results of the theoretical

analysis.
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o A o} 1 sy
% \_\
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5 \ 5 \
60 sk\’\ 60 ¥
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Frequency (Hz) Frequency (Hz)
(a) Lowpass filter gain response (b) Lowpass filter phase response
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Fig.6. (a): Lowpass filter gain response (b): Lowpass filter phase response (c): Highpass filter gain
response (d): Highpass filter phase response (e): Bandpass filter gain response (f): Bandpass filter
phase response 0: experimental result for gain +: experimental result for phase

V.CONCLUSION

A new configuration circuit of bandpass, lowpass and highpass filters using single a
CFCCII, has been presented. These filters can be achieved from the same configuration. The

proposed current-mode single- CFCCII, filter can be easily cascaded with matching circuits.
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The central frequency w, and the quality factor 9 of the proposed are insensitive to the cur-

rent tracking error of a CFCCII,. Finally, three experimental results confirmed the theoretical

analysis.
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Generation of Deep-Ultraviolet Coherent Light
Below 200 nm in KBe,BO;F, (KBBF) Crystal
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Abstract

By use of a KBe,BO;F; (KBBF) crystal with a thickness of 0.4 mm
and a special prism-coupled technique, fourth-harmonic generation was
obtained by direct frequency doubling of the second harmonics of a tun-
able pulse-amplified cw Ti:sapphire laser system that generated 8-ns
pulses at a repetition rate of 30 Hz. The tuning range was from 186 to 200
nm, and the maximum conversion efficiency was reached at the fourth-

harmonic generation wavelength of 193 nm.

Keywords: Frequency conversion, KBBF, Deep-ultraviolet, Second-

harmonic generation, Fourth-harmonic generation
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INTRODUCTION

With the development of 193-nm and even 157-nm photolithography as well as various
applications in photochemistry, photobiology, spectroscopy, and other applications that re-
quire high photon energy, coherent light sources in the deep-UV (DUV) range, in particular
below 200 nm, have become more significant. Although excimer lasers can emit coherent
light with high average power output, efficient tunable solid-state lasers are still needed be-
cause of their narrower spectral bandwidth, and better beam quality for the inspection of op-
tics and tunability for high-resolution spectroscopy. Fourth-harmonic generation of the widely
tunable (800-700 nm) output of Ti:sapphire lasers with good beam quality is an attractive ap-
proach to generate DUV coherent radiation below 200 nm.

There are several UV nonlinear optical (NLO) crystals that can produce DUV coherent
light below 200 nm by sum-frequency generation (SFG) such as (-BaB,O, (BBO) [1-4],
LiB;0; (LBO) [5-6], Li,BsO; (LB4) [7], CsB;0s (CBO) [8-9], CsLiBsOy, (CLBO) [10-13],
KBsOs 4H,0 (KBS5) [14-15], and K,A,B,0, (KABO or KAB) [16]. However, these SFG
techniques always need two laser beams, one's wavelength is short and the other's long. The
requirement for two beams can be inconvenient when one employs SFG for practical applica-
tions. In addition, more than two nonlinear optical crystals are needed to achieve DUV gen-
eration.

For example, three widely used approaches for the generation of 193-nm radiation are
described as follows, One approach is based on Nd:YAG laser system, and the short wave-
length is the fifth harmonic of the fundamental radiation, while the long one is obtained by
the idler wave of an optical parametric oscillator [17]; another is based on the eighth harmon-
ics of Er’*-doped fiber amplifier [18]; the final one is based on Ti:sapphire laser [19]. For the
first two methods, it would require more than five nonlinear optical crystals to achieve the
193-nm generation, whereas more than two NLO crystals are needed to complete the genera-
tion for the third approach. Furthermore, better spatial and temporal overlapping is also re-
quired to increase the conversion efficiency for pulsed laser systems.

The main reason SFG techniques are still used to generate DUV coherent radiation be-
low 200 nm is that no NLO crystals, as mentioned above, are able to perform direct fre-

quency doubling below 200 nm. Fortunately, this situation has been changed since the
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KBe,BO;F, (KBBF) crystal was developed. The KBBF crystal, which has a large birefrin-
gence and a transmittance down to 155 nm, is expected to generate radiation below 160 nm.
A comparison of these NLO crystals is given in Table 1, and the related references are shown
in this table. From Table 1 KBBF is the only NLO crystal we can employ to obtain the coher-
ent radiation below 200 nm by direct frequency doubling. The crystal belongs to the negative
uniaxial class and its transparency is down to 155 nm. In addition, it is the only NLO crystal
to date which can realize direct frequency doubling to DUV below 200 nm by type-I second-
harmonic generation (SHG). SHG wavelength as short as 165 nm may be obtained by use of
this crystal [20-21].

Table 1. Nonlinear optical crystals applicable for SFG below 200 nm. The transparency is given for the zero
level transmission.
NLO crystals Transparency (nm) Nonlinear coefficient [pm/V] Shortest Type-I SHG (nm)
B-BaB204
(BBO) 189-3500 dl1=23 205
(ref. 29)
LiB303
(LBO) 160-2600 d31=1.05 277
(ref. 29)
Li2B407
(LB4) 160-3500 d31=0.15 243.8
(refs. 33-34)
CsB305
(CBO) 170-3000 d14=1.08 272.8
(refs. 35-37)
CsLiB6010
(CLBO) 180-2750 d36=10.95 235
(ref. 38)
KB508 -4H20
(KB3) 162-1500 d31=0.045 217
(refs. 39-41)
K2AI12B207
(KABO or KAB) 180-3600 dl1=045 23255
(ref. 42)
KB2BO3F2
(KBBF) 155-3500 dl1=0.76 164
(ref. 20)

Consequently, the coherent light below 200 nm can be generated by two sequential fre-
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quency-doubling stages using KBBF as the frequency-quadrupling NLO crystal if the wave-
length of fundamental light is shorter than 800 nm.

A number of important properties of this crystal, such as phase-matching angles, effec-
tive nonlinear coefficients and group-velocity match for both type-I and type-Il SHG, have
theoretically been investigated [22-24]. Those studies show that KBBF is attractive for ul-
trashort pulse generation, particularly in DUV region because of its small group-velocity dis-
persion and large spectral bandwidth. However, the thickness of KBBF for efficient fre-
quency conversion in nanosecond or sub-nanosecond regime is too thin so far. The main
problem of the crystal lies in its layered structure that makes it very difficult to grow [25-26].

KBBEF crystal is currently too thin to be cut at any phase-matching angle. Up to now the
thickest crystal available is only 1.8 mm (being the length along the z-axis). If the phase-
matching condition is realized by tuning the external angle of incidence, the angle will in-
crease to 90° at SHG wavelength of 235 nm as shown in Fig. 1(a) where n, and n, are the re-
fractive index of KBBF crystal and the medium where the wave is incident to the interface,
and « and S are the external angle of incidence and the related phase-matching angle, re-
spectively. In other words, phase-matching condition cannot be realized for the wavelength of
SHG below 235 nm by directly tuning the angle of incidence. Another problem is the high
Fresnel reflection loss associated with large angle of incidence. To overcome this problem,
Lu et al. adopted a special prism-coupled technique, described in detail in reference 27 and
shown in Fig. 1(b), to avoid the difficulty in cutting the crystal. The present shortest SHG
wavelength of 172.5 nm and SFG wavelength of 163 nm have been achieved by this tech-
nique [27].

KBBF possesses high damage threshold [28]. As a result, more tightly focusing can be
used in experiment to achieve higher conversion efficiency. A comparison between LBO,
BBO and KBBEF is shown in Figs. 2 and 3 (Type-1 SHG phase-matching angle vs. wavelength
curve of KBBF is illustrated in Fig. 4). From the comparison it is found that KBBF crystals
possess moderate birefringence, and the value of n,(A)-n.(Asy;) does not drop as much as that
of BBO. As a result, the shortest Type-I SHG for KBBF can reach down to 164 nm. In addi-
tion, the internal angular bandwidth for KBBF is also medium, compared to those for LBO
and BBO. Thus the requirement for laser beam quality is not as high as that for BBO. These

results are calculated according to Sellmeier's equations in reference 29 for LBO and BBO,
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Fig. 1 (a) General SHG technique in KBBF crystal, and (b) the prism- coupled technique (PCT)

and in references 20 and 28 for KBBF.

In this paper we will describe the generation of deep UV coherent light. By use of a
KBe;BO;F; (KBBF) crystal with a thickness of 0.4 mm and a special prism-coupled tech-
nique, fourth harmonics was obtained by direct frequency doubling of the second harmonics

of a tunable pulse-amplified CW Ti:sapphire laser system. The tuning range was from 200 to
186 nm.
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Fig. 2 A comparison of birefringence between BBO, LBO and KBBF.

EXPERIMENTAL ARRANGEMENT

The schematic of the experimental arrangement for the generation of 186-196 nm radia-
tion is shown in Fig. 5. A tunable pulse-amplified single-longitudinal-mode cw Ti:sapphirre
laser system with a repetition rate of 30 Hz was used as the pump laser [30]. The pulses of the
laser had a pulse width (1/¢*) of approximately 8 ns. Figure 6 shows the block diagram of the
pump laser. Two harmonic generation crystals were arranged in tandem to generate the

fourth-harmonic radiation of the fundamental light of the laser system by two successive fre-
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Fig. 6. The block diagram of tunable pulse-amplified CW Ti:sapphire laser system.

quency-doubling stages. The SHG crystal was a 5x5x15 mm® type-I LBO whose end faces
were dual antireflection coated for 772 and 386 nm. It was oriented so that the generated light
was vertically polarized. The crystal for four-harmonic generation was a 0.4 mm thick KBBF
crystal.

Two 63-degree prisms made of Corning 7980 ArF laser grade fused silica were used in
the experiment. The incident angle to the prism was about 2 to 10 degree because the phase-
matching angles of KBBF are from 53 to 60 degree. Both the front and back interfaces of
KBBF were filled with deionized water for convenience. The Fresnel reflection loss was
about 9% for second-harmonic radiation incident on the interfaces between the prism, deion-
ized water and KBBF because the polarization of the radiation was perpendicular to the plane
of incidence. However, the polarization of fourth-harmonic radiation was parallel to the plane
of incidence, which would minimize the Fresnel reflection loss when the angles of incidence
on these interfaces between KBBF, water and prism were near Brewster's angle. The loss was
estimated less than 3 %. The energy of each fundamental pulse was approximately 8 mJ with
the resulting input peak power density of ~ 280 MW/cm’. The powers and the full widths at
half maximum (FWHM) of the fundamentals, the second harmonics and the fourth harmonics
were measured by a calibrated thermopile with a time constant of ~ 0.7 s and by a 500-MHz-

bandwidth oscilloscope, respectively.
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RESULTS AND DISCUSSION

The experimental results without further focusing are shown in Table 2. It is interesting
to note that the maximum conversion efficiency of ~ 0.46% was reached at the fourth-
harmonic generation wavelength of 193 nm. This was due to the minimum Fresnel loss for
the process of the fourth-harmonic generation at 193 nm. The input second-harmonic peak
power densities were estimated approximately 180 MW/cm?, which was in good agreement
with the numerical calculation [31]. When the fourth harmonics move to the shorter end, the
loss due to the absorption of deionized water, besides the Fresnel one, increases so seriously
that the output energy of each fourth-harmonic pulse dropped from 12.3 pJ at 188 nm to 7.7
wJ at 186 nm. Such low conversion efficiencies were attributed to the short effective interac-
tion length. In addition, due to high conversion efficiency from fundamentals to second har-
monics (40-45%), the pulse widths of the second harmonics increased to ~ 6.5 ns from 3 ns,
corresponding to the small-signal case [32]. In contrast, the pulse widths of the fourth har-

: 6.5 : :
monics reduced to ~ ﬁ ns because of extremely low conversion efficiency for the second

doubling.

Table 2. The input energy of fundamental light and output energies of second harmonic and 4H generated
in the processes of SHG and 4HG for each pulse. Where f, SH and 4H stand for fundamental,
second harmonic and fourth harmonic respectively.

2. s (nm) 186 188 190 193 196
E;(ml) 8 8 8 8 8
Egn (mJ) 3.2 34 3.5 3.6 35
B L 7 12.3 127 16.7 14.8

For small signal and plane-wave approximations, the second-harmonic generation con-
version efficiency is proportional to the fundamental intensity; in contrast, the conversion ef-
ficiency is proportional to the square of the effective interaction length [32]. Therefore, ex-
tending the effective interaction length is more efficient for SHG than increasing the funda-
mental intensity. Furthermore, the latter would raise the possibility of damaging the crystal.
In addition, for the wavelengths of fourth-harmonics shorter than 186 nm, the experiment
should be performed in vacuum to avoid serious absorption by deionized water and air.

In this experiment we found that after a few minutes, the output power of the fourth

harmonics dropped significantly. This is because the deionized water film between the two
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prisms would vaporize gradually, which resulted from the absorption of the fourth-harmonic
radiation by deionized water. The problem could be solved by put the bottom of the prisms in
a tank filled with deionized water. By means of the molecular force, the molecules of deion-
ized water in the tank can be pulled upwards and fill the vacancies caused by vaporization to
make the output power of the DUV radiation more stable without serious Fresnel reflection

loss.
CONCLUSON

This paper has described a tunable coherent light source from 196 to 186 nm generated
by two successive frequency-doubling stages. More fourth-harmonic energies would be ex-
tracted if the second harmonics could be focused further. Thicker crystals can provide longer
interaction lengths, thus increasing the conversion efficiency. However, at preéent the thickest
crystal available is only 1.8 mm. A more efficient approach is to extend the effective interac-
tion length using a double-pass configuration, as described in reference 34. This method may
increase the conversion efficiency significantly without further focusing the second harmon-

ics to avoid damaging the crystals.
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BB E YIERELEE 600mm TS 245 R  EIEHERT - FHRMREATEE & Ll
MEFHRE, 600 mm (i FEFHHATEYE  HRFETSFR » S BBHEREE & EORSHH
o 7 2 SRR (R RP PR (ST FE B (Maacro) » [RIEEAERREHRF LM AIEE 100mm {1
R 2 H KR -
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#= HH ZEMAX BHLB&FREIC S 28H
Surf Type Radius Thickness Glass Conic
OBJ STANDARD Infinity 600 0
STO STANDARD Infinity 0.1 0
2 STANDARD 2.95 0.9 LALS52 0
3 STANDARD 70 0.57 0
4 EVENASPH -3.60 0.9 ZEONEX -3.91
5 EVENASPH -2.02 0.44 -0.71
6 EVENASPH -1.1 0.98 PC -0.82
7 EVENASPH -2.42 0.25 -0.69
8 EVENASPH 2.87 1.54 ZEONEX -8.56
9 EVENASPH 3.48 1.5 -6.51
10 STANDARD Infinity 04 Cover Glass 0
11 STANDARD Infinity 0.0098 0
IMA STANDARD Infinity 0
FVY  FERRTE (RS BE
Surface 4 EVENASPH Surface 5 EVENASPH Surface 6 EVENASPH
Coeffonr 4 -0.017 Coeffonr 4 -0.021 Coeffonr 4 0.056
Coeffonr 6 0.004 Coeffonr 6 0.012 Coeffonr 6 - 0.0002
Coeffonr 8 0.0004 Coeffonr 8 - 0.004 Coeffonr 8 0.002
Coeffonr 10 - 0.0001 Coeffonr 10 0.0007 Coeffonr 10 - 0.002
Coeffonr 12 0 Coeffonr 12 0 Coeffonr 12 0.0002
Surface 7 EVENASPH Surface 8 EVENASPH Surface 9 EVENASPH
Coeffonr 4 0.016 Coeffonr 4 - 0.005 Coeffonr 4 -0.013
Coeffonr 6 0.009 Coeffonr 6 - 0.0003 Coeffonr 6 0.001
Coeffonr 8 - 0.001 Coeffonr 8 0.0002 Coeffonr 8 - 0.0001
Coeffonr 10 0.0001 Coeffonr 10 - 1.96E-05 Coeffonr 10 2.14E-05
Coeffonr 12 - 1.92E-05 Coeffonr 12 - 8.90E-07 Coeffonr 12 - 1.44E-06

[ — 55 MTF [& » 8 o a] DU AR of O GZ B (Field=0)3%EHE 35% A7 R BK
30% > FFEHUE o 12 BALE (Field=1.0)3R3HE 25% A RMER 20% » il Bz
R o B =FoRENARARE - RSN 167+ (] Zemax EBEREETH » FHSEIRY
fERS 13° » FFERMER - EUESM R EMBEER -
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16 FHE MBS IARTE |- LL TV Distortion (TV ZE i) Bt LI Distortion ( 7 i
7= ) #ME - FHETAT

st TV = 24 ;D"
Dv Dd Dv ”
1 RYRe Ry lllor - 3 AR

BFA TV EREZ(TV Distortion) R~ H

Teasa i IR - RIERA ST E 7 A HEEAT ¢
TV-Distortion 38 /7 : (#FZ £ M)

(1.0Field —0.6Field) _ —0.74~(-0.15) _
3 2

-0.445% = - 0.45%

TV EhigE =
M F G RETA TV MG AL - 0.48% » 1B B HIR/IND 0.5% R o

FP4  Eil(Distortion) R Z={H

HAREE 5 EiffE
(Image Height) (Field ) (Distortion)
1.98 0.6 -0.15%
3.3 1.0 - 0.74%

T EE A R R o RRER A 55% » {F FIRES B LRI EIREHE 61% » 7
BB RN -
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2M Pixel Size Four Pieces Equation Image Lens Design

Rex.Hung Wang Chang Wei Smart Tseng
Da-Yeh University Electrical Engineering delegacy
112 Shan-jeau Rd., Da-Tsusn,Chang-Hwa

Pin Han

National ChungHsing University Institute of Precision Engineeting
250,Kou Kuang Rd., Taichung

Abstract

This thesis discusses the design formed by 4 pieces of optical struc-
tures, witch offers cell-phone lens design applied to 2 millions pixels
CMOS sensor. As a result of the design which is with 1 piece of glass-
sphere lens and 3 pieces of plastic lens, compared with the glass- aspheric

lens in present market, this mode can not only lower the lens cost but con-

tent system request.

Keywords: Lens Design ~ Optical Design ~ MTF ~ TV Distortion
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N

- A R

B =

AKWFFE(FE FH B8 771 ( self-consistent approach ) 4M7HE % 26
L s TR IUERRRE » It MR S s S s LSRR
( mesh anode ) - 5854 EFZ DL E &+ 1224 #] Fowler-Nordheim
JTRE UM o ¥HBEME (cold cathode ) {2245 i Bl iR s e L) 5
BN BOELIRE [E o 2T ELL Poisson J5 23R4
fHEERIELE - S 2B RN G MBATIE IR T LLZRE « —fGfeh
HERSREE IR — L FE IR » TE /B I - R TS R B R B
Ik BER -

RABEST : LIRS - FRTHK B - FA%IER - A4S - Fowler-Nordheim
FifE=

I

_\‘B“fj

TEE VIR EZFE T Io AR FEM IR 2 %8 ( virtual cathode oscillators ) [1-3] ~ Super-
Reltrons[4,5] F1 & F ¥ A 85 ( electron injectors ) H1[6] » 3@ & {5 F #H % 35 — f o
(relativistic diodes ) 2RAMEE T LR EREE T o JEFAS IR —MASHIELA ML o] F
— BRI AR > B Child-Langmuir 2R —ARHEE[7] o AN E R E] DR 2 4
(B 7 L2 EI 22 [ B A BRE] (space-charge-limited ) » FEE MM T - PRMi R H H L%
M HLE R AAE - Jory K1 Trivelpiece|8]mifi &7 —HE A 3 7 i — Mg b
FEILRHBEHES (current-limited emission ) o fMfSEI—HRHTHE » TTHGREFIRGIR
BT IRHIERG © 2R » & F R4 7] (1R % REREHI S 4 MM 72851 ( thermionic emis-

* Corresponding author. Tel: +886-2-29052585; Fax:+886-2-29021038
E-mail:phys2023@mails.fju.edu.tw
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sion) [9] ~ YEE F#5T ( photoemission ) ~ B F#$5f ( secondary emission ) ~ H555 54
( field emission ) FIBYEX#E5] (explosive emission ) Z[10] » H ¥ {5 BT EH
T8 o BESRITBEEHTE M T AT 8 (P59 5R R 7 ( field enhancement factor ) 2t
BREE  AEINRmE LY - BHECEERIEGRS - £BEET » BIE
JeF SR B vk B R B e PR A o EHERT » MBI BEERHRA ( field-
emission-limited ) » YT » HREMEE T RNT KL H{EK » #8iKEHE ( mesh an-
odes ) KB R Lills BIhZRERLE(1-6] o FFZEEIR : (1 H & ZEZE MRS M T K
EFEUE (low interception ) ~ Jf/ PG HREAE (reducing of anode plasma ) 3% — M
FHB& ( avoiding of diode short ) ZE{EEf o

TEARFFED » FoEEST RS G 8 5 TR i M8 ( relativistic field-emission-limited
diodes » RFELDs ) » Jth — ff&{5 i & 28 B AR R 5 - 3851812 LURE B F /18409
Fowler-Nordheim 52 AR [11-18] - ¥ F&HH ( cold cathode ) HIFEMIFFI4 ELIfF Bt R
LIS oh B BGR L ( effective work function approximation ) 2K & o 4% 8] 75 {a] % HE LL
Poisson 75 F2 2R fifiift i & & FHELERIBIE o @ 2E A Mg NG M B IR R 7 LUR RS
[19,20]  FMa] LA LA R RUE A /i ( self-consistent approach ) 5% — il HETRRE

( quasi-stationary state ) [21] °
— I

R E R R TS RHE TR - wREERENSEHRR TS
A= 7 ( conduction electrons ) 7 & %% ( quantum mechanical tunneling ) 35 3EH
it > BN | A Fowler-Nordheim /241 F[11-18,22] :

AE? -Bv(y)¢"
J=— L 1
# () ex"( E, J W

HEE A F B 2 Fowler-Nordheim # 8 » 1 ¢ 250k - FHMREEERS—{EHE
Rk bt bt ~ SRR P R i BRI (ionization effects ) B RARYH B - et R EME
15 E, W HI GRS EE K% Poission FFREMIEIMEN: - BB« (v) Flv (¥) H
Spindt & A5G| A[22] » AT :

r() =11, 2)

v(y)=0.95-7, (3)
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y=3.79x10"E" /4, (4)

IBLHE y 7& Schottky K&K 1) K B RERR K] - -

B T oA R RedE T TE AR i — MR B R HE) » FRATKIAR Poisson /778 R AHE ARAE R ST
187572 » TR

vo=-£, 5)
6‘0
ed = (y —mc’, (6)

ItiEp REREE - My RMHEERK T (relativistic factor ) » Z J5[HHVE FIREE
I :

J==p. )

faa (5) - (7) XA

d’y _ e ®
dzt  emcJl-p?

BETRERTRE T

? :[ 26.]1 (7/1 _])wz +%Exz]|fz. (9)
zZ &,mc mc

A HY ECRBREES (2=0and ®=0) - BHEMERERE (z2=0) &35
WBRm (z=d)» 772X (9) HE

J:‘;"THZ;—{JT”[(}/Z ~1)" +£:%E;J dy} , (10)

BEBR 7, (=1+e®, / mc*) 7 15 [ 6 IR 0 60 34 3 R F 34 FE > L I BB IRy » B
Lo 752 (10) e 8 R Ml S AR R A A2 2 FRIBRBARA ( gap closure ) ZUHE » LL (d-
v ) B d o HEHE ve FSBRPH (closure ) SEPEE[10] « 27T » FRA15 R AAATERERT R S/ )N
f2 gap closure S (AR » BN vt << d » FF LA A2 2X(10) R AL FF SRR 92— A
HERREIHR - & E.= ORF » SRA(OMFERFEER I RIS : & E.2 08 » TiEH
SRR AT TREROOEDRE - E— B EREEIR BRI ER10)5F
2 -
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Guess J

— [ Solve Eq.(1)for E, |

|

[ Solve Eq.(10) for J 1

|

Is new J within, say,
No 0.1% of old J 7

l Yes

A self-consistent solution
is obtained.

B— BEERETEE

BRI » WE—FR 0 SIE—EREE J o KES E H Fowler-
Nordheim 523K » {EF% Poission f7F2.2 & FHE(F M % H—HT AU L - FHK[E
Fowler-Nordheim 518 o S #3%{ CR i /12 (DI O EEIRMTE R —REE M B G -

= - #aSREAFTER

i LB B8RSR T A BT IR i & HERRHE - B — S RAMat
EI15%] RFELDs {] J-V giifR » $HE g0 d = 4.5 mm » FHTKB4= (0,02,04,
0.6,0.8) eV o ¥ =0 eV (JRFNFE) H -V HFREERIN EREMGRR - R2ERIER
BRI - ECfhES 5T IR - I LAHE — & - EEe = 0.2 eV MUHIRRIEH HO %EMH
B AR -

ORTIT » BHRER S R FRARAY J-V RS AF/E—BUL B (cutoff voltage ) » 7ERLIL

BT » A EN - B REE R RN -

B =AM E SR E-V iR o BHE HRERIRE 4 = 4.5 mm» FROEBS=
(0.2,04,0.6, 0.8, Infinity) eV - ¥ 4= Infinity FIHHREVTA EREMER - FHSEHTE
(nonemission ) » K&} £, B _MRGEMEARIELL o HABIGRATRTE e E R &5

BuL R - R ESEE A N E AR A AR ¢ (£ ER 0 REESAEE R —
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(ORI - 7EUARIE » #TTES B RN - ISR BRI £eg
Hhis » S —MREERO = 1.5 MV H _fGfERE d= (4.0,4.5,5.0) mm - RMESHE
SRR » 51 RSN R R - FTLL » BlMeTiS R SR Rk
SRR -

J-V curves of RFELDs for d=4.5 mm
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E.-¢ curves of RFELDs for ®=1.5 MV
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=
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© r - - - d=5.0mm
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EPd RFELDsH E.-¢ % » 2 _HRER O=1.5MV H _HEHEE = (4.0,45,50) mm-

Po-#5 &8

A LLE R B 7 Eaa 3 59 L i - 54 eE LIR 2 & T /158 Fowler-
Nordheim 72 LA o #3F2H (cold cathode ) fY7% HiFH 1k BLAE R4 ME LIS 25 oh ik B
LR R o 22U LL Poisson JiFR 2R B S FREERIEIE - G EafgfE
Rt B SR 7 L2 o P AR5 T 2 MR i B AE A 2o M A A PRV — MRS A =
FITERS R & HIHERBRE IR — L M « B4t > £ ERIE - KESE A H RS
B BER

EZAEEE SLAC Bff9¢ A B George Caryotakis » Glenn Scheitrum » Daryl W.
Sprehn » f[] Alex Burke % A ') FrEGEEN : 341 » Cecilio Vazquez F[1 Rafael J. Gomez
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Study on Quasi-stationary States of a Relativistic Field-
emission-limited Diode

Ming-Chieh Lin
Department of Physics, Fu Jen Catholic University
Hsinchuang, Taipei Hsien 24205, Taiwan, ROC.

Abstract

A relativistic field-emission-limited diode employing a high-
transparency mesh anode is investigated via a self-consistent approach.
The field emission process is described quantum mechanically by the
Fowler—Nordheim equation. The cathode plasma and surface properties
are considered within the framework of the effective work function ap-
proximation. Space-charge effects are described by Poisson’s equation in-
cluding relativistic effects. lonization effects at the high-transparency
mesh anode are ignored. The numerical calculations are carried out on a
time scale much shorter than the emergence of the gap closure. The quasi-
stationary state of the diode exhibits a cutoff voltage. The electric field on
the cathode surface is found to be saturated in the high-voltage regime and

determined by the effective work function only.

Keywords : Field emission, Effective work function, Relativistic diode,

Fowler-Nordheim equation.
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Extended C Preprocessor Directives for Device Driver
Programming

Kuan Jen Lin" and Jian Lung Chen
Department of Electronic Engineering
Fu Jen Catholic University
Taiwan

Abstract

Writing device driver has always been tedious and error-prone. Tra-
ditionally, C programmers exploit preprocessor directives to facilitate the
driver development. In this paper, we follow this programming style and
extend preprocessor directives to improve the development. The extension
facilitates the accesses and manipulations of individual data fields in IO
registers. It makes the C driver code more readable and concise. Further-
more, our complier provides type-checking capability for low level device
operations, which is not supported by the original C compiler. Current as-

sessment for embedded Linux environment shows favorable results.

Keywords: Device driver, Programming language, Preprocessor, Linux

OS, Software development.

1. INTRODUCTION

Device drivers are a set of software components inside the operating system which form
a software layer to talk to peripheral hardware devices. To the user they provide an abstrac-
tion and adaptation of the interaction with devices and isolate the I/O interactions from the
rest of the system. In Unix-like OS, the devices are treated as device files and application

programs can communicate with them via file operations, which can also be viewed as Appli-

* Corresponding author. Tel.:+886-2-29052159
E-mail address : kjlin@mails.fju.edu.tw
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cation Programming Interface (API). Fig. 1 shows such a file-IO scheme for Linux OS. As a
file-IO operation is called, OS kernel will identify the device and pass the command to its
corresponding driver to activate the service routine like read( ). Linux runs the driver in ker-
nel mode, which means that the process calling the driver cannot be arbitrarily suspend and
substituted with another process, unless it voluntarily relinquishes the CPU. For slower de-
vices, the driver generally suspends itself and forces the process to relinquish the CPU. When
the data is available, an interrupt signal from the device will cause the OS to activate the in-

terrupt( ) routine in the driver, which then resumes the process.

IApplication programs |

v APIsystem call User mode
v Kernel mode
Virtual file system
+ Driver function routines
Device > open
file-operation table > read
P write
—| joctl
Interrupt ‘
handler
P release
[ > inteéupt
Device

Fig. 1. Linux device driver model.

Writing device driver has always been considered as a tedious and error-prone task. The
followings summarize various reasons why developing device drivers is difficult.

(1) Kernel-mode programming: Linux runs device drivers in the kernel mode. Only
the functions that are exported by the kernel can be called. For example, an application pro-

gram can call printf() function, while a driver must use printk(). Furthermore, a driver must



B SAEE 38 1 137

avoid namespace pollution within the whole kernel space. Note that a segmentation fault in a
driver will hang up the whole system. All these make the driver hard to debug. As reported in
[2], device drivers have been noted as a major source of faults in operating system codes.

(2) Hardware knowledge: Device drivers lie between the applications and the physical
peripheral devices. A driver programmer must understand the communication mechanism,
physical allocation of data (register layout) and even electronics, based on device documents.
This requires an expertise in two different areas. On the one hand, programming skill is re-
quired. On the other hand, the capability of understanding low-level interface of the hardware
and its internal behavior is also needed. As a matter of fact, few driver programmers can be
considered expert in both domains.

(3) Low level operations in languages: Writing device drivers involves many low-level
instructions such as direct memory access and bit-operation. It has been found that bit opera-
tions can represent up to 30% driver codes [9]. Traditionally, the C language is the most
commonly used to write device drivers due to its support of such kinds of instructions. How-
ever, such operations in C are not checked for type-correctness. Moreover, they are fairly
unreadable.

(4) Portability: The interface between device driver and operating system varies widely
with the operating system. Nevertheless, different device vendors, even for the same kind of
device, may have different programming interface. Hence, device drivers usually have to be
largely rewritten when ported to another OS or vendor-dependent hardware.

To facilitate the development process and improve the reliability, a variety of approaches
have been suggested from both industrial and academic communities. Current commercial as-
sistant tools like Jungo's WinDriver [16] and Bsquare's WinDk [17] provide a graphical user
interface for specifying the main features of a driver. They can automatically generate a code
skeleton which is comprised of coarse-grained functions and libraries which wrap kernel
functions. Most of research works in literature attempt to automatically generate fine-grained
driver code from Domain-Specific Languages (DSLs). A DSL is a programming language tai-
lored for a specific application and provides more expressive power over the application do-
main. The language GAL developed by Thibault et al. [12] is designed for specifying X Win-
dows video driver. Though the driver code is reduced about 90%, GAL covers a very re-

stricted domain. The language Devil developed by Merillon et al. [9] is designed for more
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general classes of devices. Its specification is complied into a set of C procedures (or in-line
function) for accessing registers and manipulating data. These procedures are called in a tra-
ditional C driver code and prevent programmers from directly dealing with low-level codes.
The languages Dveil+ [15] and NDL [4] both follow the Devil and attempt to propose a com-
plete language to replace General Programming Languages (GPL) like C for writing device
drivers. Although their languages have higher level abstraction of device behaviors, they in-
cur less flexible programming capability than GPLs. Interface HW/SW co-synthesis works [3,
10, 14] address the automatic generation of driver codes for dedicated device behaviors. P.
Chou et al. [3] propose a system that can automatically generate device drivers from a high
level specification and glue logic to connect hardware components. The generated software
driver is not in the context of an OS, but rather to emulate the signaling of bus interface in
software. O'Nil [10] proposes a Yacc-like language Program to model the communication
protocol between the device and the software. FSMs are extracted from the specification to
enable code synthesis. Shaojie Wang et al. [14] use the extended FSM to model device behav-
ior and the codes responsible for the extended FSM are automatically synthesized.

We have presented a design framework to facilitate driver development in our earlier
publication [7, 8]. The framework bases a structural two-stage approach and provides assis-
tant tools and language for design. In the first stage, the code skeleton of a driver can be
automatically generated from user-specified configurations. In the second stage, a user can
continue to finish the driver using our proposed Extended C Preprocessor (ECP) directives
and C language. This paper will elaborate on the design principle and the grammars of the
ECP directives. The extension aims at simplifying the accesses and manipulations of individ-
ual data fields in IO registers. It makes the C driver code more readable and concise. Fur-
thermore, the ECP complier performs type-checking for low level device operations, which is
not supported by the original C compiler. Current assessment for embedded Linux environ-
ments will show favorable results.

The reset of the paper is organized in the following way. The framework will be over-
viewed in the next section. Section 3 will introduce the concept of device variables, which al-
lows us to access individual data fields in 10 registers conceptually as to access general vari-
ables in programming languages. The ECP directives are designed for the accesses and ma-

nipulations of device variables. Section 4 will describe the grammar of ECP directives. As-
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sessment will be shown in Section 5. Final section concludes the paper.
2. DESIGN FRAMEWORK

Fig. 2 shows our design framework that defines a design flow and supports assistant
tools for Linux driver programming. It consists of a two stage design process. The inputs are
user-specified configurations for API calls as well as system resources (such as DMA channel
and interrupt vector) associated with the device. API is an abstraction of functions provided
by the peripheral device, through that operation system (on behalf of application programs)
can communicate with devices. Linux OS has defined a standard API function prototype for
each API routine [11]. We prepare a set of parameterized code templates for these routines.
The templates are developed on a driver model which interprets device behavior in terms of

control flow and data flow.

API/Resource Configuration

y

Code-Skeleton Generator

|

Manual coding in C and ECP directives.

!

ECP compiler

arameterized Code

l'emplates

C-code device driver

Fig. 2. The design framework for Linux driver

The parameters are used to define what a subset of API functions provided and what op-
eration mode used in both control and data flows. The program skeleton generator parses the
configuration file to extract the parameter values. Then it builds the driver code skeleton from

the set of code templates. Basically, a skeleton is comprised of a set of the API routines, to-
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gether with initialization and interrupt routines. All the routines contain not only the function
interface but also the required statements to serve operations in both control and data flows.
The details can be found in [1].

In the second stage, one can start from the generated code skeleton and continue to
complete the driver with C language and our proposed ECP directives. It has always been a
popular programming style to write device driver with the help of C preprocessor [6]. Our ex-
tension is expressive uniquely over the specific features of device drivers, which will be
elaborated in later sections. The program ECP compiler translates preprocessor statements to
C codes. The final output is a device driver in C language, which then can be fed into gcc to

get executable codes.
3. DEVICE VARIABLES

The main tasks of a device driver are to configure the device operation mode and ob-
serve its status to manage the data transfer. The real physical part interacting with the driver is
a dedicated controller (an IC or IP) that manages the peripheral device, as shown in Fig. 3. In
the 10 controller, the registers can be viewed as a programmable interface to the driver and
the kernel part performs the functionality provided by the device. Through the registers, the
driver configures the functions of the device and observes its statuses. For example, a typical
UART controller contains a set of registers for setting data format and transfer rate (baud
rate), as shown in Fig. 4. The data format is determined by the values of PMD, STB and WL,
each of which occupies a bit range within the register ULCONO. They are referred to as de-
vice variables. To access and manipulate device variables involve low-level instructions such
as direct memory access and bit-operation. Such operations in C are not checked for type-
correctness and are fairly unreadable. ECP provides more readable and concise expressions to
allow them to be read or written a5 any variable in C. For example, if we want to set the
number of stop bits per frame to be 2 (i.e. STB=1) while keeping other variables unchanged,

a typical sequence of C codes might be written as follows:
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ULCONO:
31... g8 7 6 5 4 3 2 10
IR| X | PMD STB| WL
X : Serial clock selection
PMD: Parity mode
UBRDIV0: STB: No. of stop bits
T | 4 3 2 1 0
0 CNTO CNT1

BRGOUT = (MCLK or UCLK)
/ (CNTO+1)/ (16"CNT1)/ 16

temp = *(ULCONO);
temp =temp & OxFFFFFFFB | (1 <<2);
*(ULCONQO) = temp;

Using ECP directives, you can write a simple assignment in C to get equivalent result.

STB =1;

Fig. 4. UART registers ( A real case from Samsung 3C4510B SOC).
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Group Variable
To set a function or get a status often involves several relevant device variables. We call
the set of variables as group variable. For example, if we want to set a data format for UART
communication, it is often to set PMD, STB and WL simultaneously. We can let a group vari-
able "UARTFRAME" be composed of PMD, STB and WL. The ECP directives allow us to
use the following statement to set the group.
#set(UARTFRAME [ODD, TwoS, Bit8])
And use the following statement to get the group.
#get(UARTFRAME[ x, v, 2])
Concatenated Variable
A device variable could comprise several fragments residing in different registers. For
example, the setting of baud rate is determined by three values: the X in ULCONO register (it
selects external clock MCLK or internal ctock UCLK as a reference clock), the CNT1 and
CNTO in UBRDIVO register. The calculation is shown in Fig. 4. If we concatenate the three
variables to be a new variable BaudRate, a simple assignment can be used to set its vale as
follows:
BaudRate = U2400;

4. ECP DIRECTIVES

This section will describe the main portion of ECP grammar and give statement exam-
ples to show its application. Fig. 5 summarizes the grammar and Fig. 6 gives statements in
ECP directives to specify a UART device shown in Fig. 4.

The syntax for device declaration begins with the nonterminal device-statement, as
shown in Fig. 5. The directive #dev is used to define the name of a device, the bit-width of its
registers and its base address (referring to line | in Fig. 6). The ending of a device declaration
is with directive #enddev. The syntax for register declaration begins with the nonterminal
reg statement. The directive #reg (line 2) is used to define the name, RW attribute, the ad-
dress offset and an optional bank-register ID. The RW attribute specifies the register to be
read-only, write-only or read-write. The offset plus the device's based address equals the
physical address of the register. In some device, several sets of registers are mapped to the

same memory addresses. Each set usually is called a bank. A bank register is used to select
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driver —device_statement (device_statement | getfun | setfun | flush )"
devic_statement — #dev dev_line dev_content #enddev

dev_line — dev_id (reg_bitwidth ) iobase_addr

dev_content — (reg_statement) ' (convar_statement | gztpvar_s!atement)'

reg statement —  #reg reg line reg content H#endreg

reg line —reg id (RIW|RW) offset (bank id[index])’

reg content — (var_statement)”

var_statement — #var var line ( (var content)’ #endvar)’

var_line —( - | var_id) reg_id | bit_position |

var_content — val_id 1= num

convar_statement — #convar convar line ( {convar content)” #endconvar)’
convar_line — convar_id ( covar_member (,convar_member)”)

convar_member — var_id | convar_id | reg_id |bit_position |

convar_content — conval_id = ( num | val_id | conval_id)(, ( num | val_id | conval_id) )"
gupvar_statement — #gupvar gupvar_id ( gupvar_membert (,gupvar member)" )
gupvar member —  var id | convar id

getfun — #get (gupvar_id [ ¢ _var id (, ¢ _var_id)*])

setfun — #set ( gupvar_id | gupvar_para (, gupvar_para)*|)

Sush — #flush

Fig. 5. The main portion of ECP grammar.

which set to be used. The UART device shown here does not use such addressing. The lines
between #reg and #endreg define all the device variables within the register.

The syntax for a device variable declaration begins with the nonterminal var_statement.
The directive #var is used to define a variable. As shown in line 9 of Fig. 6, the statement de-
fines “PMD?” to represent the value in bit5~bit3 in register ULCONO. Following the declara-
tion, an enumeration of identifiers that represent all the permissible values of the variable can
be defined (line 10~15), ending with directive #endvar. Such a structure can be thought of as
enumerated type in C. Only these values in the type can be assigned to the device variable.
Our ECP compiler performs a type-checking to reject other values. This facility provides
safety type-checking, that is not supported in C language. If the type definition is not used,

the #endvar is not needed. The variable then can accept any positive integer less than 2",
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1 #Hdev UART(32) 0x03FF0000
2 Hreg ULCONO(RW) 0xD000
3 #var - ULCONO0[31:8]
4 #var IR ULCONO[7]
5 Disable =0
6 InfraRed := 1
7 #Hendvar
8 #var X ULCONO[6]
9 #var PMD ULCONO[5:3]
10 Disable:="0**
11 0Odd =100
12 Even :="101"
13 Asl ="110
14 As0 ='T11'
15 #endvar
16 Hvar STB ULCONO0J[2]
17 OneS =0
18 TwoS =1
19 #endvar
20 #var WL ULCONO[1:0]
21 Bit5 =
22 Bit6 =1
23 Bit7 =2
24 Bit8 =3
25 #endvar
26 Hendreg
27 Hreg UBRDIVHRW) 0xDO14
28
29 Hvar CNTO UBRDIVO[15:4]
30 #var CNT1 UBRDIVO0[3:0]
31 #endreg
32 #convar BaudRate(X,CNTO,CNT1)
33 U1200 = 1,1735,1
34 U2400 = 1,867,1
35 U57600 :=1,35,0
36 #endconvar
37 #gupvar UARTFRAME(PMD, STB, WL)
38
39 #enddev

Fig. 6. A portion of the device declaration for the UART in Fig. 4.

where N is its bit length. Unused bits in a register can be declared with symbol "-" as shown

in line 3, that defines unused bits 31~8 in register ULCONO. After a variable declaration, we
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can write a simple assignment to access the variable. The following statement assigns "TwoS"
to variable STB to configure the UART to use two stop bits in a date frame:

STB = TwoS;

ECP compiler will convert the statement into the following:

*(0x03ffd000) = *(0x03ffd000) & OxFFFFFFFB | (1 <<2),

The part between #convar and #endconvar (line 32~36) defines a concatenated variable
Baudrate and its enumerated data type, only a small portion shown here. We can use the fol-
lowing simple expression to set value.

BaudRate = U2400;

ECP complier converts the statement into:

*(0x03ffd000) = *(0x03ffd000) & OxFFFFFFFB | (1 <<6);

*(0x03ffd014) =867 << 4| 1;

The directive #gupvar is used to define a group variable. As shown in line 37, the group
UARTFRAME is composed of PMD, STB and WL. Then we can use the following statement
to set their values:

#set(UARTFRAME [ODD, TwoS, Bit8])

This statement is converted into:

*(0x03ffd000)= *(0x03ffd0000) & OxFFFFFFFCO | (( 4<<3) | (1<<2)]| 3);

Reading the group at a time is specified as follows:

#get(UARTFRAME( x, y, z])

This statement is converted into:

temp = *(0x03ffd000);

x = (temp & 0x38) >> 3;

y = (temp & 0x04) >> 2;

z = (temp & 0x03);

The statements accessing device variables in the same register can be grouped into one
instruction if their access orders do not affect the device behavior. If the order must be obeyed,
the directive #flush can be used to tell the compiler that all the statements preceding it must

be completed before doing succeeding statements.
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5. ASSESSMENT

The ECP compiler has been written in C using Flex and Berkeley Yacc to generate a
front-end parser. To assess the utility of ECP directives, we have implemented four drivers, as
listed in Table 1. The first two are designed for a Samsung 3C4510B-based platform [18],
which runs under uClinux [19]. The UART DMA is a UART device with DMA transfer
mode. The LCD is a 16 character by 2 line device. The last two are designed for an X-
Hyper250B platform [20], which runs under Linux 2.4.18 kernel. The RTC (Real Time Clock)
device is used to configure a clock source with a wide range of frequencies. The 12C device
enables the processor to communicate with 12C peripherals. Table 1 shows the result in terms
of lines of code. All original codes are designed in C. The number of lines of C preprocessor
(CPP) is counted for only the part dealing with the target devices. The number of lines of con-
figuration file used to specify API and system resource is given in "CF" column. The number
of lines in ECP directives is given in "ECP" column. The "C" column in ours indicates how
many lines of C code are required to finish the driver, not including the code produced by the
skeleton generator and ECP compiler. The required numbers in average are significantly
shorter than the original ones. Currently, we have not developed optimization technique for
performance-sensitive drivers. However, examples in current assessment do not sacrifice per-

formance as compared to original ones.

Table 1. Code comparison.

2 Original Ours
Device

C CPE CF ECP C

UART DMA 43 19 6 220 2

LCD 107 29 5 64 65
RTC 424 26 23 24 317
12C 666 31 14 90 617

6. CONCLUSION

Writing device driver has always been tedious and error-prone. In this paper, we extend
preprocessor directives to improve the driver development. The extension is based on the
concept of device variables and facilitates the accesses and manipulations of them. It makes

the C driver code more readable and concise. The ECP compiler has been written in C using
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Flex and Berkeley Yacc to generate a front-end parser. It performs type-checking for access-

ing device variables, which is not supported by the original C compiler. Current assessment

for embedded Linux environment shows favorable results.
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PR (RA LRI E S SEGENE T : €, -C, -G, -G, -~

Fig. 2.1. 0% 5 O 5% - /NEE WKV 265)2 TS 1 22 (excerpt from theme and var.1 of
ZWOLF VARIATIONEN by Wolfgang Amadeus Mozart (A.D. 1756~1791) , KV 265)

2.2. Note-based J5:5E3#R 55

£ T HEH Ik i repeating patterns » B84 —4E note-based HJ/TiEMHRH o 1:EEETT

v DL T B B (AR S il - AREFFNEAHES 5] — note-based FEfF31 »
SE LR text-based ] f7 & 1€ & & 7 ¥ #1 # i repeating patterns o [ £ T £ HX
[approximate | repeating patterns » 352t 7715 f23F pattern fEF—1 occurrence 1 0] LI

NVFHEZER (Gap)» RFFE Gap 1GTTREMIRAIEASEMIRIRE » BMMTERLVNER
SRR RERES 1| BRIV 1~ 2 /NEIEHI > 40 Figure 2.1 » ERERIE /NI C, - C,
E5 | BREWIEER D, -C,-B,-C,-B,-C,-B,—-C, » HPZEii T 6 (A& 58
yeai D, ~C,-B,-C,—B,~C,— B, -C, % C,—C,[{J occurrence » fl| Gap {HE DB
6 » #A1M pattern = C, - C, FIREAMER 2 fE - 89 note-based JFIERIRIRZHI> Gap
B FE » Gap KK HEEL MRER KN A B eEE s - JMEL
/NERSEAMSE - T 16 HEF > (HEH | @RTHER 114 B AT
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A7k HERE Gap B 98 I RRMEM & EME » RFEAMN Gap fHE I
BRI o

|, THEMA

Fig. 2.2. FefRze—{5 4 P ERBURRIE 16 S5 R

PRI SEFR R4 - FEE R N B AE - RE M S A A (L BRI E > —
B hefiss 22 2 Dl E R MR ke - AR RIS MR A
(IR A B (e o FRME LU NE R L REE A 1 RS —/ NIRE] £
fE—EEHR—E 4 2E/C > KEBBEHEE | BEOMNHE 16 5FH
D,-C,-B,-C, » HRIEAT 3 [HERF - (AR AMERKNAR—ME 4 HHFNR B G
R AHS/\(H 16 533 FF » A Figure2.2 - FMERAE S REA I [ RREHR
HIf 1 {HZ note-based 771k RN FHIOG & H » A EEWFHEVES - KILFATH
FHAEEMIES - RERENIRE A SREMN SR I8
HIEE

3.RREE « BEIEZREE Frame-based HURTS TN

3.1. B mim

KA BRI BER EGITN=E28  REREb<L<ub (2<6b )~
dissimilarity ratio ¢ - frequency threshold f » # — interval sequence S FHUCER
[ & T o LU 8 @ 4% %Y ( nontrivial and approximate repeating pattern ) | © —1{@
approximate repeating pattern £ interval substring » ‘B {LIFHIRAE SEED K >
F—R IR E B 52 {F pattern 1Y) occurrence ©
RIAE 3.2 Hiffisf interval sequence VAR /7=, » tHTE 3.3 EiFEFFEMIME 2
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nontrivial and approximate repeating patterns B FH B 445
3.2. Frame-based BU& 3T\

FLMAESS 2.2 [{HRE] » —f note-based JF7iERIHUER /5 208 LAE 7 B BLALIEHGE =iy
H» REETERNES  TEAHIREAR -

B TR B e AR E T WA eE R ER - TR frame-based
kS /7 e midi ¥HERCS @AY LIRS EAT - SRR —[EE R R E A midi #FHH
WE &l EEAREENEEFIEEHMENESR  WRF LAz RIENEL - /F
s E APy - TN RN EREEERRTE S BRI MEE fs g il Ho A
ZEH LS 4EHET (music contour ) » [ Figure 2.1 fi/NE R EREELE 1 8% 5
{5 » B frame-based {975 24 HIRERGE S5 - HES5mERHT 2340 Figure 3.1 FiTs
MR S A EBA R Fr 2% » AT LUERER {52 R ) HE Pl 2 FE (O W o 42 - 75 7 %
HF 3 ( transposition invariance ) [ - TR EATERIFAMET pitch FUZE(E » (5]
—E#2F9 (interval sequence ) » FE{EAd#H [approximate repeating patterns |

——— Theme
8o -+++< Variation1
il
————
|
Bt
&0 L
2 4 B 8 10 12 14 16

Fig. 3.1. The music contour of theme and variation 1

33. [EZMILERIRE | (IER

TENMAEFAMR R A& Z AT feE T EEMELFEZEA (nontrivial and ap-
proximate repeating pattern ) | S FHRE 445 o



G EEESS 38 1) 157

Definition 1 : distance of interval substrings
¢ Let A and B are two substrings in S, and |4| = |B| = L. The distance is defined as fol-

lows.

L

D4, 8)= 3040~ 50)

where A(i) and B(r')is the i, symbolin 4 and B, respectively
¢ If D(4, B)< L x &, We call the music contours of 4 and B are similar.

Example 1 :
METRFII AR A= {-2,-2,0,-3, 2} Bl B = {-2,-2,1,-3, 3} » Al 4 B B Z [
distance D(A4, B) = V2 o

Definition 2 : frequency of substring
¢ The frequency of a substring P = S [ab] in § is denoted as fieq(P) .

freq(P)= > occurrence (P), where occurrence (P)
B {1, it AS[c,d]e §,st. D(P,S[c,d]) < k x &, where |P| =kand a<c

0, otherwise

Example 2 :

B —SIEFEA S = {-2,-2,0,-3,2,1,-2,-2,1,-3,3} » E£=04 » QIS
#— substring P = S[1,5] = {-2, -2, 0, =3, 2} » freq(P) =2 » S D(P, S[1,5])= 0<2
and D(P, S[7,111) =v/2 <2 » 3l HFE(F# S[1,5182 S[7,11]52 P ] oceurrence ©

Definition 3 : approximate repeating patterns
¢ A substring P is approximate repeating pattern if freq (P)z f, where fis a given

frequency threshold.

Example 3 :

E—EER 11 ff interval sequence § = {-2, -2, 0, -3,2,1,-2,-2,1,-3,3} » &
£=04 ~f=2-~3<L<5 » HIATHEIW approximate repeating patterns Z[1 T :

PS, ={s1,4]}={{-2, -2, 0, -3}} » (KIS D(SI1, 4], S[1, 4])=0<4x0.4 H D(S[1, 4],
S[7, 10])=1<4x0.4

PS, ={S[1,5] }={{-2, -2, 0, -3, 2}} » FHIfS D(S[1, 51, S[1, 51)=0<5x0.4 H D(S[1, 5],
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S[7, 11) =+/2 <5x0.4
PS, RFrE RS L i approximate repeating pattern FiT IS5 o

Definition 4 : nontrivial and approximate repeating pattern
¢ Let PS={P,P,.., P} is a set of approximate repeating patterns found from S. P,

is trivial, if P < P, and freq(P) < freq(P)). In this paper, we want to find all

nontrivial and approximate repeating patterns from S.

Example 4 :

$248 Example 3 {5 > A B RS {|E approximate repeating pattern S[1, 4] = {-2,
~2,0,-3)81 S[1, 5] = {=2, -2, 0, -3, 2} [ :

S[1, 4152 S[1, 5] substring E. freq(S[1, 4]) = freq(S[1, 51) » BT LL S[1, 41/&—{[ trivial
pattern o ¥}/ interval sequence S5 » S[1, 51&ME—HY nontrivial and approximate

repeating pattern °

4.Curve-based method

4.1 Naive BV 3%

SEMRE A FIERAAME — interval sequence H1#k /! approximate repeating patterns [
Naive method °

EEH ] patterns {EEHER (b < L <ub » Naive method 5Lk HRE R (b (17
approximate repeating patterns » A% R AL I E B R E R ub BIFH approximate re-
peating patterns ° ¥ {FAIAIZEEE » 7] frame-based (JEUER 77 NIFEI— RER n 1Y
interval sequence % > fFF—EI&M# (B EE kY patterns ) » 73RILIE 1, 2, ..., n—k
i@l frame FAFELAAIE - & H B EAHAE & — 1 {F frames FHELERE & HY substrings S[1, ],
S[2, k+1], ..., Sln-k, n] » FTESHERE S[1, k1 » GHE S[1, AELHE substrings Z[ET)
Euclidean distance » i} B &5 H A distance threshold Y substrings {E BT 7
frequency threshold » i EEF; 5k 15E]— approximate repeating pattern S[1, k] » LA AEHE
WEIFTERIE k § patterns » HEF KPR — MG HREIREHEREHER

approximate repeating patterns ©
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Example 5 :

#1¥1—1{@ interval sequence S = {-2,-2,0,-3,2,1,-2,-2,1,-3,3} » HEEHEEEL

[1"] approximate repeating pattern ( & = 0.4, f=2, 3< L <5 ) » Naive method Z il

it L =3~L =4~ L =5 patterns » ;X —Hlifg 2 7 substring [1Y) frequency &7

i ?ﬂiﬁ‘ﬁﬁ%‘zi L =5 4] patterns {5 :

;ﬂ&k S[1, 5] » FE—2FE D(S[1, 51, ST1, 51), DS[L, 51, S[2, 6]), ..., D(S[1, 51, S[7, 11])
T/ J\fj’,\exL » LISK i freq(S[1, 51)

21 S12, 6] » F—atHE D(SI2, 6], S[2, 6]), D(SI2, 6], S[3, 71), ..., D(S[2, 6], S[7,11])7E

TR ex L » BURHE freq(S[2,6])

21> S[6, 10] » FHE D(S[6, 10], S[6, 10])EA(S[6, 10], S[7, 11/ & x L LISKH;

Sreq(S[6, 10]) °

Eﬂ]fﬂ?@ R S[1, SIH frequency RFEER 2 » FRLL S[1, 5] = {2, -2, 0, -3, 2}

—{[& approximate repeating pattern » S[1, 5182 S[7, 11]/2H occurrences °

Naive method EAlIEEEHILL B FE B A RIS » 76 4.2 §iFE {48 curve-based J57
i+ LLYGE Naive method 7ERF[E] FAAIHSE -

4.2.Curve-based method AU} = E3224& 52 A8

RP candidate
sliding window
o
O
—
Pl “
(=]
@
=
J-L,_rr'_r - /@
> >
time DCT coeff. 1
(a) music contour (b) music contour
in feature space

Fig. 4.1. Curve-based method 7 }%:5:

FeM4RHF] curve-based method M2 : B 4Ll frame-based J5 R HAHL interval
sequence » 1] F;xBpk— music contour ( Z[] Figure 4.1 (a))° [ sliding window {77 R/
interval sequence H{H—F&—E% interval substrings » Fi{i DCT & 5 B i 2 {F{FR 2 =1
$fIR (mapping ) E{EHEEEFRHEA B 2R ( feature space ) 1 o 3Z{[§ mapping fFFHE
{EAFELT substrings E7E feature space HHERETEHIIAINIE - AN BER T —A
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S (trail ) » F{4E feature space ik HiFF—HIFH{LIENER ( similar trails ) » R FE—
approximate repeating pattern (1] candidate ( 4[] Figure 4.1 (b)) » FF#ig£L candidates {§{
HBAECEIE LI T EEmMITLRIE &S (nontrivial and approximate repeating pat-
terns ) | °

Curve-based method 43 TU{EFEES : 1. Frame-based sampling ~ 2. | Bagor % i
2,7 %1t ( DCT mapping ) ~ 3. ST {LIFT5A%EH1ET ( Similar frequent trails discovery )
4. SR E BRI AEREE SLFR ( Validation and pruning ) - BE{EFESEHEAN Figure 4.2 A7
oo TEAS 3 PER » DCT mapping {45 S {E interval sequence #§{fi5L feature space FHfJ
¥t F{F— point-based self-joining J57%H H similar frequent trails - FEFIFL T £
{254 similar frequent trails £/ &+1 {AZLH] similar frequent trails » Figure 4.3 2% 3 /&
E&f] pseudo code  7F 4.4 BiFR M50 =S 3 et Fl F R PR 7714 -

Music object

|

Frame-based sampling

Interval sequence

DCT Mapping

Points in feature space

Neighbor points finding

Point-based self-joining

Similar Frequent trails
in feature space

validation & Pruning

I

Approximate repeating patterns

Fig. 4.2. Curve-based method Z Fif2H
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Similar_Frequent Trails_Discovery (P, &) /f finding similar frequent trails
i input : asetofpoints P={p, p,..,p,) inthe feature space
/i output ! asetofall frequent k-pointtrails

Begin
1. d=threshold distance
2. Find _near points ( P,d) /f find all ofthe near-points set

3. Find all of frequent 1-point pattern F7]
4 for(k=2,FT_, #0,k++) do

5 Generate frequent k-point trails A7, from F7T,;

6. loop
End

Fig. 4.3. 3L =2 PIRUSE¥HES <~ procedure code

4.3 B EIER LIS IRV IR

HAHI 771 A EREREIC D BT B30 R ER AR —{E interval substring » FEf2
AT E 2 - Fralir iR BT S omma(E 2 -

1.Preserve Euclidean distance ( £ H {=7RHE )

2HEEYERA L B EEEA

FI—RER n [ interval substring » fE¥IE{FEERERZI4HL (DCT) FUEHEE
AT A 2 (AR B E S UE - RISARKER /1 8 B A & R 7R AT A AR BRI FLAR
1% Parseval’s theorem [14] » ;E {ERFEIENG IR (preserve ) BN ELIEFRME o BERUEITE
i (DCT ) BdBEsie2s4 Y (DCT ) £E ] Parseval’s theorem [4] ©

Parseval’s theorem : Let X be the Discrete Fourier Transform of the sequence x. Then

we have
n=1 2 n=-1
lef = Z|Xf|2
i=0 f=0

HMEPR R H R BB SRIE AL - thaEsEkHE D candidates BHH/D Y
Ao P& R BEFRIRERH]  (HERFtInE  FESCER o S ERAIEIEIRRT o FMIRTHnG S Hhid
A BRMER B &L FARMRBE (ERHEUE - (EFRMAESHSE AR candidates
HE®RDREES BRI EE B RPEESEE -

C. Faloutsos & #8£t %] subsequence matching in time-series databases [1*Jf5]gH » %
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subsequences {f DFT A& B HXHIIEFREL » {U%EAE sequence ¥t (mapping) %] 2-
dimensional feature space » $23 F spatial access method fI# 7 AT LL ¥ E[3] - C. Fa-
loutsos [JEFERAS RESIR » W RBUABUR 2 5k 3 WF - ] LITEMRFEIEE LIS Bl A IR
HL o FRMAE(H | RET 4 — curve-based method $f approximate repeating patterns » 1
AN A FIRBLE B curve-based method TE#ATTHS ] FRJRE -

4.4 3R2E M AVEEEEENDN ( Similar frequent trail )

HRMAIEE R B interval sequence S HHHEERS L (b<L<ub) 1]
approximate repeating patterns ° ;{EJ pattern P Eil occurrence O (|P|=|0| = L) &l f—
sliding window ( window size: w ) E(H k ( k = L-w+1 ) {& substrings P[1, w], P[2,
w1, -, Pk, L]E O[1, w], O[2, w11, ..., Olk, L] » iZ£& substrings AR E LLRATR

D(P[1, w], O[1, w]) < exub, D(P[2, w+1], O[2, w+1]) < exub, ..., D(P[k, L],
and O[k, L]) < exub (1)

M4 HI% i P B O B9 substrings {F DCT #EHHT ¢ ({72 mapping 2 t-
dimensional feature space H1[34# & {HEE p, Py»-r Py BL O, 0,5, .. 0, » HIFE TR
&3]

D(p,,0,) < D(P[1, w],O[1, w]), D(p,,0,) < D(P[2,w+1],0[2, w+1]), ...,
and D(p,,0,) < D(P[k, L], Olk, L]) (2)

Hy (1) B2 (2) AT#E(S > PEL O W98 /E Condition 1 »

Condition 1 : D(p,0,) < exub,wherei=1,2,...k

FEE{TER interval substrings M 81 N » mapping FEAE & {EEEm,m,, ..., m, Bl
n,n,,...,m i LifE Condition 1> BUFLMIME m, my,....,m En, n,, ... 50, =X Aol
{LIEEL ( similar trail ) o 22 Example 6 54 :

Example 6 : 5 — interval sequence S= {-2,-2,0,-3,2,1,-2,-2,1,-3,3}, =

£=0.4 > B S[1, S]EL S[7, 1 1124ELIES (- D(S[1, 5], S[7, 11]) <ex5) o

F=Hy window size w = 3 » ¥{J{ substrings fff DCT ;& & I AV i N (R » 7] mapping
# 2-dimensional feature space 1 6 {[EE5 » 41 Figure 4.4 (a) - K D(S[1, 5], S[7, 11])
< ex5 + FLL D(STL, 3], ST7, 91) < ex5 ~ D(S[2, 41, S[8, 10]) < ex5 ~ D(S[3, 51, ST9, 11])
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< ex5 EERNAT » AIHES D(p,, p,) < ex5~D(p,, p,) <ex5~D(p,, p,) < &ex5
Figure 4.4 (b) * FiM1FEMIE substrings 7F feature space HiJBAL ML (similar
trail )

{3 interval substring P> A[LL mapping SEAE k {HH pi, po o p, o 4 feature
space TELERLEE Dy, Dy» v Dy [/ £{H similar trails (fis the frequency threshold ) » fll
¥AM%E p,, p,»..» P, 5&— similar frequent trail » HiHEES— frequent k-point trail » F/RAEGIE
H’;JQ : {pl’ﬁeq(pl5pl’ ka)(al,azs 24 )} P IEE trail pl,pz,_,_,pkﬂﬁé%[ja{jﬁgﬁ ,
ﬁ’GQ(Pva, “ Pk)E similar trail [J{E 8 ( a,d,, .. Q m)%_@ similar trail [ EEAS2E
e Ha <a,<..<a, °

coeff. 1

coeff. 1

Feature space Feature space

Fig. 4.4 (a) : Substrings in feature space Fig. 4.4 (b) : 2 similar trials in feature space
Fig. 4.4. Similar trials discovery in feature space

4.4.1.Feature Space f1FEBEFETAYES

£ T H H similar frequent trails » F§{f5c¥} feature space 4 —EL{E I 4% H B PR
FSEHIRL > G0 3 —Bh p, K 516 PR AH T A BERE (B BT /NS f (f is the frequency
threshold ) » HI| p, & —{& frequent I-point trail e

B bk A (A B Y B L PR AR AT (B - —— AT R M B Z FIRY Euclidean
distance 5 —{EIEHANIIELE » $IATE 2-dimensional feature space HRffEL (x,, y,) » =y =1
H—Hh (xj,yj)gﬁi(xf,y,.)EEEﬁlfﬁifj » ZE/LEEEEE Condition 2.1 ~ Condition 2.2 » T LLFE
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M 4cHk i /e — conditions [*] candidates » P58 LLELE (x,, v,) Z B EER Euclidean
distance » VR E B IE#T (x,, V) HIEL -

Condition 2.1 : |x, = xj| <e*ub

Condition 2.2 : |yf. - yi‘ <e*ub

PR HBITELNY candidates [FIFEMAIESE « FRfF/2HIHK feature space HrfFJiH{EELR
x vy FERE(EH/ NEI R B EEEHER - @B EIR{ERZ1 sort x ~ sort_y o & E =]
(x,, ¥,) RIFTEHGIERRE » 1 CE] sort_x #FRHER (x,, v,) » ARG RF A BE 2 £
i/ Condition 2.1 (fJBs « FLUEFE] sort_y ¥ HHEE Condition 2.2 L »
B E O AR AHBE AT intersection $XF| candidates » i #% F i A 2 (x,, y,) Bilig 44
candidates 7 [i{& [E#"] Euclidean distance » DJ$% H B (ERJ#5TEL - B2 Example 7 £3{F2K
A -

Example 7 : 5— interval sequence fI|f] DCT ¥t#i. % feature space F1f] 13 {FEf 5751

B pO.10) ~ p,(12.12) ~ py20,16) ~ p,(25,13) + py(20,9) ~ po(22,3) -

p,(10,3) ~ p(4.2) ~ py(2,4) ~ pp(411) ~ p,(814) ~ p,(15,17)

P3(19,23) » FeMEHSEREH L B 2 FEEE R RES (B exub =6~f=2)-

Step 1+ 53k x ~ y FEEEEHY/ NEIKCEIBEEHE (Point_num = 1 {42 p, » LUK

o)

Sorting by X-coordinate Sorting by Y-coordinate
Point_num Coordinate Point_num Coordinate

9 (2.4) 3 (4.2)
4.2) 6 (22,3)

10 4,11) 7] (10,3

1 (8,14) 9 (2.4)
1 9.10) 5 (29.9)
7 (10,3) 1 9,10
2 (12,12) 10 4,11)
12 (15,17) 2 (12,12)
13 (19,23) 4 (25,13)
3 (20,16) 1 (8.14)
6 (22,3) 3 (20,16)
4 (25,13) 12 (1517)
5 (29.9) 13 (19,23)

Step 2 : fiZRE p,(9,10) FEAEFITR candidates
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Sorting by X-coordinate Sorting by Y-coordinate
Point_num Coordinate Point_num Coordinate
9 2.4 8 4.2
8 (4.2) 6 (22,3)
10 4,11 7 (10,3
11 (8.14) ¥ g 2.4
=i S DA ERRCAL 5 29.9)
7 (10.3) <1 | GO >
5 (12,12) 10 @11
12 (15,17) 2 (12,12)
13 (19,23) . - (25,13)
2 (20,16) 1 (8,14)
6 (22,3 : 3 (20,16)
4 (25.13) 12 (15.17)
5 (29,9 13 (19,23)

%} p = » #WifE Condition 2.1 {UBLH#EA R ¢ {1,2,7,8,10,11,12} -

%} p S » i@ Condition 2.2 (UEEE AR ¢+ {1,2,3,4,59,10,11} -

Kl p, PRBERESTHT candidates 7 ¢ {1,2,7,8,10,1 1,12}~ {1,2,3,4,5,9,10,1 1} = {1,2,10,1 1} >
fEFE Euclidean distance LIBERET: > p ~ p, ~ p, ~ Py HEERE p HOTHERES < L
b KA T 5 T (B T BE B AR RS - FEULTTAEEFT A frequent 1-point trails :
{1,4,01,2,10,1D},2,3,(2,11,12)}, 3,3, (3,4, 12)}, {4, 2, (4, 5)}, {8, 2, (8, 9)}, {10, 2, (10, 1 1) }

4.4.2 Point-based self-joining

FAMZ A join #CETHY similar frequent trails {544 FfY) similar frequent trails °
1% frequent k-point trails # » [EREHIAH S R{E trails A 52— frequent (k+1)-point trail »
i 2 B selfjoining - ¥ I W MH & /H XL & » &# B — frequent k-point
trails {p,, feq(p, P P @ @, )}~ s Frea(ds 00 ). (B, B B)) 2+ H el
ptl=q » i BEH F(F>f){A similar trails fJ £ 15 B po,, po,,..., po. 1£
(@.a,nat,) ~ 40,,q0,,....qo, 15 (B, B B,) » 1815 po, +1=qo,1<i<F » FEE
frequent k-point trails ®] Ll self-joining j§ — frequent (k+1)-point trail
{p,, frea(p,, Pa-or 21> @ ) (PO, PO, ..r pO, )} > FifF15R Example 8 F5451 :

Example 8 : {4 Example 7 Y T{F » 7k} frequent 1-point trails Z#& » LA self-
joining A] LUE A fH Y frequent 2-point trails B frequent 3-point trails 4T T

frequent 1-point trails : {{1,4,(1,2,10,1)}, {2,3,(2,11,12)}, 3,3,(3,4,12)},

{4,2,(4,9)},{8,2,(8,9)}, {10,2,0,11)}}
frequent 2-point trails : {{1,3,(1,10,1D},{2,2,(2,11)},{3,2,3, D}
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frequent 3-point trails : {{1, 2, (1,10)}}

FEMMLL— frequent 3-point trail = {1, 2,(1,10)} Bl - ‘& HR{E frequent 2-point trails :
1,3,,10,10)} ~ {2,2, 2, 1D}HHEL » L FAF feature space 45— 2-point trail : 1,2 EH
53— similar trail : 10, 11 Bd 11, 12 : 34— 2-point trail : 2, 3 » ‘& F— similar trail : 11,
12 » EfMA] LL join f— 3-point trail : 1, 2, 3 1 H AR similar trails (1, 2, 3 8 10, 11,
12) s freg(l,2,3)=2 o
4.4.3 T B AT BRag BAMIER

BHAT— frequent k-point trail : {p,, freq(p,, pors p b (PO, POy, .. pO, )} » ElE—{H
EEE (k+w-1) f] approximate repeating pattern [{*] candidate ( window size is w ) » {{3
1 — interval sequence 14 — substring S[p,, p,....] * ERIFIGER] occurrences F :
S[Pps Pryeionz] > SPpuys Proguirez] ™ oo > Sy Propin] © WAITREEE S, Prs]
BiliE F {fl occurrences < [H]f") Euclidean distance LLE&ZE S[p, p,...] & BIEE—
approximate repeating pattern » Figure 4.5 5l /0P JBITIE ©

Validation ( F7.)

/i input : the set of all frequent & - point trails

i output . the set of all repeating (& +w-1) - patterns

Begin

1. foreach frequent k-pointtrail {p;, /req(Ds Pins s Pivis)s (PO1, POs. . POF))
in F7T, do

2. foreach occurrence; of pattern, do

3. if (D( pattern, ,occurrence;) <d)then I D( paitern, ,occurrence;) is
the Euclidean distance, & is the threshold distance '

4. Jrequency++

3 end if

6. loop

T if (frequency 2 fythen  // fis the frequency threshold

8. add {pi Jreq(pi, Pigo s Prgad (P01 POy Por)] in RE,,.,

2 end if

10. loop

11. return RF,,,,

End

Fig. 4.5. TB¥3 patterns 5 7 procedure code

—{E £ EE k § approximate repeating pattern S[i,i + k — 1] tffS— repeating -
pattern » A LI RRRIETE ¢ {i, freq(Sl, i+ k-11) (g, a,, v, )} » (RFES[Li+A-1F f
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{@ occurrences : Sla,,a,+k—1] ~ Sla,,a,+k-1] ~ ...~ S[a,,a,+k=1] °
{F # Hi ] approximate repeating patterns .~ H15E 8 G 3% trivial patterns » {F
Removal of trivial pattern fAJREES » Fo"{f b5 4.3 Hiift) Definition 4 » HFRFFA trivial pat-
terns » F{#% nontrivial patterns o ¥ > — pattern P » {EH(F P i) sub-pattern P
(PcP) HEERARMRERE P H P HEHBAE - B A DURTRETRELE & e
P c P {JRA{% » Figure 4.6 FILENHIITIESF « B2 Example 9 FHE#] Example 8 ff
TAE » FeteEHFFTA nontrivial and approximate repeating patterns °

Prune (RP,RF,, ..., RR) I/ pruning trivial patterns in RAR U RF LU RF

i input ! repeating patterns sets . RP, RA, ..., Rf.

/f  output . nontrivial repeating patterns set . KA, RF, ..., RF, atpresent

Begin

1. foreachrepeating & - pattern {pi L Jrea(py, Piaros Pissa)s (P01 P34 po,,-)} n
RE,

2 for(m=1,m k-1, m++) do

3. for each repeating m-pattern {qj, Jreq(q;. 90, 9 jumar)s (901905, ...,qop)}
in RP,

4 f(g; 2(p;+hk-m) && Jreq(pi, Pias - Pin) 25760310 s G i)
5 remove {qj-, Jreq(g;. a0 gpaia). (@01, 904, qo;)] from RF,
6. end if

7 loop

8 loop

9. loop

End

Fig. 4.6. Tk trivial patterns y 2 procedure code

Example 9 : 248 Example 8 » {7 HIE—F similar frequent trails 8 5az6
1% 2 4i4E S approximate repeating patterns 41 » FRMEHE—A Pkt nontrivial pat-
terns ( {fZ% window size w =3 ) :

repeating 3-patterns : {{l,4,(1,2,10,11)},{2,3,(2,11,12)},{3,3,(3,4,12)},
{4,2,(4,5)},{8,2,(8.9)} {10,2, (10,1 )}

repeating 4-patterns : {{1,3,(1,10,11)},{2,2,(2, 1D} {3,2, 3, H)}}

repeating 5-patterns : {{1, 2, (1,10)}}

¥HAMT— repeating k-pattern P » Z ik #r AT repeating 1-patterns % repeating (k-
1)-patterns 2 F &4 H P [ sub-patterns °
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Step 1 @ =t repeating 5-patterns [{] sub-patterns » ilf7 fff{[[5 trivial patterns

Step 1.1 : f@#f repeating 4-patterns

¥#1/> repeating 5-pattern : {1,2,(1,10)} (BB E 25 1 ([ frame ) » 5 repeating
4-patterns : {1,3,(1,10,11)} ~ {2,2, 2, 1D} FIBEEMBE TR AR 1+(G-4) » FRLLEME
repeating S-pattern : {1,2, (l,lO)}E}’J sub-patterns » Y [K5 {2, 2.(2,1 1)}E}"~J frequency A~ K
repeating 5-pattern : {1,2,(1,10)} » [l repeating 4-patterns : {2,2, (2,1 l)} > ¢ trivial pat-
terns » F4{f F {57 repeating 4-patterns : {1,3,(1,10,11)} ~ {3,2,(3,4)} ©

Step 1.2 : k@4 repeating 3-patterns

Repeating 3-patterns : {1,4,(1,2,10, 1 1)} ~ {2,3,(2, 1 1,!2)} & repeating S5-pattern
{1,2,(1,10)} ] sub-patterns ( FEIARIERAR 1+(5-3) ) » (HEIEY frequency AL
repeating S-pattern : {I, 2, (1,10)} » [A [l repeating 3-patterns : {1,4,(1, 2,10,11)} >
{2,3, (2,11, 12)} HHE-TE/E trivial repeating patterns o

Step 2 : $=% repeating 4-patterns {f] sub-patterns » A fifif# trivial patterns

Step 1.1 : f@#f repeating 3-patterns

#J17 repeating 4-pattern : {3,2,(3,4)} (#ELAATERES 3 B frame ) 57 repeating 3-
patterns : {3,3,(3,4,12)} ~ {4,2,(4,5)} FIEEB I B ARAR » 3+(4-3) » FTLLEMRE
repeating 4-pattern : {3,2,(3,4)} "] sub-patterns » HH1 » repeating 3-pattern : {4,2, (4, 5)}
1 frequency A~Af> repeating 4-pattern : {3,2,(3, 4)}E”~J frequency » FfLL@E—{@ trivial
pattern °

i & AT £k i) nontrivial and approximate repeating patterns 7 :

repeating 3-patterns : {{], 4,(1,2,10,1 l)}, {2, 3,(2,11, 12)},

$3,3,(3,4,12)},{8,2.(8,9)}, {10, 2, (10,1 1)}}
repeating 4-patterns * {{1,3,(1,10,11},{3,2, (3, H)}}
repeating 5-patterns : {{1, 2,(1, 10)}}

4.5 NEWERVEIE (Improving strategy )

4% 3.3 EifUEZ - F{#— frame-based interval sequence #i#{H| approximate re-
peating pattern » i {¢ FffE T trivial patterns » fx 7% B T & Y nontrivial and ap-
proximate repeating pattern o SR{EH L& T EFL TS84 fragmental patterns
M ERMI 7S ERZAG €28 HERT S » iTReR i KZ 1 patterns « I FIHIE
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KRR IR E A A E B patterns » {£38 —FEAEFMR R 5 Ak ARz
SRR -
4.5 1. S8 AERA! (Fragmental patterns)

FME BRI BT & E 4R fragmental patterns » 7£ 3.2 HiGFEHEEIFAMTH
frame-based J7 I FREFF] » LUNE BRI EEEH] - W —mIFESE 120
ticks » F IR LAEF 30 ticks £5—flfl frame PR » AR —/ NEIRISE—E 4 57T E
FREIY{E frames C, - C,-C, - C, » ;ZVU{H frames HEFEREX AMEIHFRFC; » 1]
8 REA—ELIE B E =E U frame BSEEMFAIEAALIEEGRL - T
fE R —(EEEHItRE! ( fragmental pattern ) » ERTFSHEIER - L Figure 4.7 £
Bl # Y/ INE B RES R ERRIES 1~ 2 /NERIVEEE T C, - C, - G, - G, » F&ffH frame-
based ('] /7 2 HBENH 16 { frames » HEE | BEA4-FSEHE8-FEIRE 125 13
55 16 frame 735K | HPSFHF - FRLLRERE 155~ 59 ~ 5 13 {# frame &2
TEHY pattern A R —{EF S4EFENY approximate repeating pattern » H.ERET/E fragmental
pattern » NA[HEZ—{8 Theme » thANE G FHRFELZRT |51 - ERZNHIREER - 3L
{M1E82EE —{A candidate 2 EF pattern Z Hiitgdr TEE4AHY frame 75T » & E— {8 E
FFkeas frame » FRFIELMIERE{E candidate » R E# ER—{E approximate repeating
pattern 11 2 J&—{[# fragmental pattern o —E’E}i’@ﬁfﬁﬁ@%‘fﬁ%ﬁ’j fragmental patterns > i&
{i& 77 AT LLERE A A B R Braga t B LUIERAZ sU T -

/ N h\
= ' : T ?F—F—J—‘—F—F——‘Fﬂ
Sampling TFEEEEF R F e e ]

I

Fig. 4.7. Frame-based sampling to Measure 1-2, ZWOLF VARIATIONEN

4.5.2 T AR SR AR

PRI 2 FEBR SR Z A EG 288 - FRelES
B & K % ] nontrivial and approximate repeating patterns » Fff DL F {1 22 ¥t b7 % 269
patterns {FHEFF LISk BB E M patterns o (LA} - —EfER st dbERE R K
1) patterns & {F i siARH 3-7E - {HR2H frequency threshold JE{IKIF » FRREFHMTAEE
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& pattern 5= B I HGEAFF E B 1 nontrivial and approximate repeating patterns {F£5 25
][ > I - FMTHRE—(EROEE A SRR AIHER /7 5K -

#1A—{[& nontrivial and approximate repeating pattern [ffi § > ‘Ef" occurrences  [H]#%
4= overlapping {42 K 7] LU & It pattern [ [ 8 B EF2E ( importance rate ) J o
occurrences [t B A~#%4= overlapping » [, pattern #{EL B EF ¢ iz » I pattern g~NE
% o

IS —REES L[ pattern P » FMLIERVREE [ FIRE (occurrence rate ) | 23T
HENEEEEE » HAKT

Importance rate (P) = xx L+ yx Occurrence rate(P) » Hrfo<xy<l °

num(P)+Zm{m(Q) i
freq(P) .

num(P) = A<Hil pattern P #%E overlapping BJE I (occurrence ) %]

num(0,) = $HAEHEEIR O, - HEREIA 82 Z 4 overlapping H{EE -

Occurrence rate =

FA'1#2 Example 10 £3 7] :
Example 10 : §—EEE 5 Y pattern P = {1, 4, (1,5,8,14)} » P "] importance rate
TR : (x=04,y=0.6)
num(P)=2 » > num(0)=2+1+2+3=8
= Occurrence rate = (2+8)+4=2.5
= Importance rate = 0.4x5+0.6x2.5=3.5

FEAI"{f& patterns /] importance rate E EIEHER: » RILLTT LIBkH! 5 5 2 nontrivial

and approximate repeating patterns °
5. BRI

FRMFR Y curve-based method 282 77 5255 T e THSCIMFR —&F s #E A AT RERYE
% - BT BDR candidates » FEIH A IR 838 Euclidean distance ( TEAEERIHRRE
[ substrings Z[H] ) FUEFEE - HHMIATTEA] AR BB R E DA — a1y
approximate repeating patterns o FR{MI3EfT—Eo BBy » Ml curve-based method 7£ £ f
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W HITETMIER SR » thEE#E curve-based method Eil Naive method 7ERSRS | iz -
5.1.BREREE

PG SALRR /N 2 £ 2R midi R 2 REREEES 3 (I track (Y melody F 5
HIAEEL  BRTH 9 SR TREREBBITNEE LI - L a0 ieR ks
55 3 { track o %5 3 {[f track 254 2866 {1 » o HHH B E S 5403 {11 interval se-
quence » AKFEHEL T A nontrivial and approximate repeating patterns °

5.2. BEEER

#% curve-based method [1J%Y FAFH T4 RIAVUEL - (1) dissimilarity ratio € ~ (2)
frequency threshold /'~ (3 ) the range of the length : ¢h< L <ub ~(4) the number of DCT
coefficients : m o ¥ {1 7F 9l 4~ [7] 2 W AF T RGN 2 B £ fE s = dh 5 1 1)
approximate repeating pattern ${& » {1 [L# naive method Eil curve-based method 7ERZ[]
ERIEE » KNS {E DCT EERT{ERIRER (7F Matlab S TH) 1.42 8D ) o 1Fi5 8L H
Es# > window size w =31 o
5.2.1. R _ERORER

Figure 5.1 BynANE] ) DCT {28 {H B E] curve-based method TEIFRTES R4 -
B BRAS R DA 8 {E{RBL > curve-based method TERFMIAZS A i8R naive
method - [f] ELEXA (R EUEB#EZS - FEERIRERIED (BR 7 HAT 30 {{R BT » BRI S
B2 ) EAESEREL C. Faloutsos fUfsREMAZER » EREBRME M
interval substring (in a sliding window ) {£ DCT i#E % » B 3 (ERBG K &E EHZ 0
information » F % R 7 {E{R B AT M5 ZE curve-based method 75 % 4 1 & -0 (1
candidates » E{E{EIFMIEE %% naive method o

Figure 5.2 [B/RANE]RY dissimilarity ratio ¥ EEERIFEIN 2% - {53 dissimilarity ratio
BA » curve-based method TEZRRIRFEIHILEEZ » ST substrings (in a sliding win-
dow ) ¥}WLEl| feature space % » ?ﬁ%ﬁ?ﬁ@&%ﬁﬁﬁ’] distance threshold (exub ) {E{-4%
FIBEIRA T » FTLIRE N1 candidates th{EE2 882 MUREMHITE Validation FIRSES - &
dissimilarity ratio 7£ 0.1 ¢ 0.18 :Z[&] » curve-based method 7EF [ HEIRAIHITRLES »

Figure 5.3 E/RA[AJfY frequency threshold ¥} FEERFMIELEY HIAY pattern {FEHE
& - HfEIR frequency threshold [ AFTH HI] patterns k) » HZE % £ = 80 ¥ patterns
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AR 11 @ HEEH S candidates ¥ » #fi K 2% 8L frequent k-point trails (%]
frequency £l 80 » LI frequency threshold £ 10 % 80 & [E]%#f}* candidates F{E#H %
B A > K curve-based method FEERAIE RN 1% A BEE k) -

—o— Cune-based method
—s— Naive method

—o—Cunve-based methad
- —x—MNahe methad Heesrassesasssas e sreanessesean e e emmemsanad

< T 120 Ko e e S e
2 .
&
£ B 00 oo )
3 B
2 B 80
- T
T

0 L . L L e = gy 0

1 4 7 10 17 18 9 2 5 2B n 0.10 0.12 0.14 0.16 0.18 0.20 0.22 0.24
#of coefficient dissimilanty ratio

Figure 5.1 : Elapsed time vs. # of coeff. (£=0.14 ~ Figure 5.2 : Elapsed time vs. dissimilarity ratio (f=

f=10~31<L<63) 20,312 <63, m=12)
150 - [ e— : :
: ——Cune-based methad
—u—Narve method

e L ABD e i}
% 100 g
@ 131 oo et S

—o— Curve-based method

—x— Nave method

0 L R . 0

10 20 30 40 50 60 0 0 31-63 3-% -125
frequency threshold the range of pattern length

Fig. 5.3. Elapsed time vs. frequency pattern length Fig. 5.4. Elapsed time vs. the range of threshold (e=
(e=0.14~ =20 m=12) 0.14~ 31<L <63 ~m=12)

Figure 5.4 B/ BN pattern £ [ FEATFEBEIFRHIAIE - B REHET upper
bound BEK » FFHIEATE RN distance threshold (exub ) EHBEATEATIRS » TEREL
#i[E T upper bound At 156 fIF{E » curve-based method 7E =% similar frequent trail ff}]
PEERTEBE L (IRFMANE T 7T K% candidates » {5 RS fE A AATHF[H] A Naive
method o {EZFMEIR/VE 2 FRES R MR046E » HEREEHER a - b fiE » RE%
& 63 {# frames » fffj curve-based method Pl {#i {F &5 $% = & &1 (B /& 31<L <125 |
approximate repeating patterns [F{/ToR G SCTRATENI TREER » B 4L pattern £ J& #i [ /E
31< L <63 1% » curve-based method 7ERFH] I I Naive method £ 1.74 {% -
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Figure 5.5 #ETTEA IR dissimilarity ratio € » {&/\E 5 F ME8 75 dh #H Y
nontrivial and approximate repeating pattern ${{ & o & dissimilarity ratio B A » ik iy
approximate repeating pattern ¥ /& @& 2 S8 - (HEMBAZ BE trivial patterns » F}{" H
7 2 £ & nontrivial and approximate repeating patterns » “~ 7 42 trivial patterns ff})
melody information o

Figure 5.6 #{&17£ Al frequency threshold £ T » fiE/ N2 B a8 A i+ i1
nontrivial and approximate repeating pattern #{ & - & frequency threshold i A Bt Z(fY
patterns H1@~)» » & 7= 20 » nontrivial and approximate repeating pattern )87 F {4 338 ([
KR 202 | - ERF/NERE FRES R @ HEL 10 27T patterns K58 » BH
Z ] patterns ZE/DBEIF 20 KL E o

800 BB

700 | anontniva ARP 100
] e e s . 0 [ spisiiiess s isteni e R e
g o - .
B 400 b g™
B 300 b 5 150
P T R ® 100
ro) E—— . ) 50
olen . [ H NN " _
01 012 014 016 018 02 022 024 10 20 30 40 50 60 70 80
dissimanty ralio frequency threshold
Fig. 5.5. # of Pattern vs. dissimilarity ratio (f=20 - Fig. 5.6. # of pattern vs. frequency threshold (&=
31€L<63 ~m=12) 014~ 31<L <63 ~m=12)

Figure 5.7 MEHERRIPIREFHE.Z T » (&/NE 2 £ S MK AT nontrivial
and approximate repeating pattern B{ & - KIS % & substrings 7 B {8 25 1Y
distance threshold ;& — % Fff (exL ) FILLE EERBESNE AL gHIIFL
approximate repeating pattern » {272 nontrivial and approximate repeating pattern f{-J& &4l
ARALYOIE - RBATRER SRS trivial patterns #HER#5 » #I417E Figure 5.7 5 pattern f]
EEHERZ 31~125 21

Figure 5.8 [£7x curve-based method #kH{[¥] candidates Eil approximate repeating pat-
terns ( without removal ) {JB{E{KEE{E# T o Curve-based method 7F 2 31 BiEL
BRHIHGERDH] candidates » 5E R HAM AR EHET) upper bound 2KEHH distance
threshold » {H2RE% &R THY candidates i) » /2 curve-based method 7EX{ZR
FREMSE Naive method FIFASERIZERTTE » KIS REBURN] interval substrings 35 B L%
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T % M2+ & Euclidean distance » [fij curve-based method 8] UG R IR E(EER 7HIET
B -

H —e— ARPwithout pruning) |
‘ anontrivid ARP J i —a—Candoate i

# of pattem
=]
=1
amount {x 1000)

59,
i )

0 A I
31-63 31-94 315 31~156 31 33 35 37 39 41 43 45 47 48 1 8B % 57 59 61 6

the range of pattern length pattem length
Fig. 5.7. # of pattern vs. the range of pattern length Fig. 5.8. Amount vs. pattern length (e=014~f=
(e=0.14~f=20~m=12) 20 31<L<63 ~m=12)
5.2.3.MEREBECR

R MIM B BRAS RS R F WA approximate repeating pattern
( without removal ) B &% » f7LL curve-based method 5 [ Removal of fragmental pat-
terns | Bd [ Removal of trivial patterns | F{EIFEER » Stk AT &S 951N nontrivial
and approximate repeating patterns © Figure 5.9 ~ Figure 5.10 ~ Figure 5.11 J@/R~7E =fE 28
& » [all approximate repeating patterns ( all ARPs )| ~[ Removal of fragmental pat-
terns | ~ I Removal of trivial patterns | —{FEPEER A {FH £ patterns B & -
£ Figure 59 (f =20~ 31<L<63 ~m =12 TEe=01F £=024 JAE
dissimilarity ratio [ f*) removal %R ) » B Tall ARPs | FFE¢fHLE » T Removal of fragmen-
tal patterns | F§E: SR T 18%~26%(Y] patterns ; % {E [ Removal of trivial patterns |
BEER » BR T £=0.1.25F » R{RH 1%~5%H) patterns °
{F Figure 5.10 (£=0.14 ~ 31<L<63 ~m=12> 7 f=10 & £ =80 /\{H
frequency threshold ] removal (% ) B lall ARPs | FEEXfHLL » T Removal of frag-
mental patterns | FEES F{RE T 8%~18%f] patterns (f = 70 ~ f = 80 #il4}) : FfR{E
[ Removal of trivial patterns | [5E% » H{RE 1%~4%[] patterns
7f Figure 5.11 ( £=0.14 ~ f =20 ~m = 12 » {£31<L<63 ~ 31<L<9%4 -
31<L <125 ~ 31<L <156 TU{AEEHE TH] removal %5 ) B all ARPs | FEEZHH
[ » T Removal of fragmental patterns | P& ¢ F{RBE 7 15%~20%1J patterns : fx{&1E
[ Removal of trivial patterns | PEE » F{REEH 0.5%~4%[1] patterns
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B e fs RISHN » 18 (& removal [EEEERHMER 95%LL F B8 B patterns »
e/ BB AR i ¥ H B Y nontrivial and approximate repeating pattern H{5Lffi A
patterns fi\] 5% o

- ——Raio=010 ——Rai0=0.12] = ey
& b | =TRA001a SeRai-0 6 —o—Tequency=10 —a—Fequency=20
—x—Rai0=0.18 —e—Ra10=0.20| 15k —a— frequency=30 —w— frequency=40 |,

5 —+—Raio=022 ——Raio=024 o —s—Trequency=50 —— frequency =60
BT g 1wk | ——trequency=70 ——frequency=80
= a0 |- % i
£ e
@ £ 9L
e H
& 2
B 2 y
ot s ]

0 b 3}

o * —

=

all ARPs Removd of fragmental Removal of tnval pattern 4l ARPs

Removal of fragmental  Remova of tival pattern
pattem agm al pal

patem
Fig. 5.9. The removal effect—frequency threshold Fig. 5.10. The removal effect—dissimilarity ratio

@]
&

—~—31=Ls
——3=L=¥
_ 40 - M =L 125
g —~—31=L=1%
=3
=0 b
£
2
s H
. H
10 F %
o .
dl ARPs Remova of fragmental  Removal of trival pattern
patem
Fig. 5.11. The removal effect—the range of pattern

length
fasmEE R R BT

HAF 2 HH—1 curve-based method » £ & 4E{F R REHE He = H B S AL S
f%%Y ( nontrivial and approximate repeating pattern ) o F¢{'{LL frame-based 75 3¢ melody
FHARHY interval sequence @ pattern Bil % —{& occurrence € A FH{LLA 5 246w /5E ( music con-
tour ) » tR{LIEEFRIRIE— dissimilarity ratio I o FFHEE I BFEAETEFY! mapping (K
HERLHY feature space FEAEL » —(EEGIRE —EZ substring #@KEFFHIEF » iE(H curve-
based method EHRGE I ST EIEHE N RIHER) candidates » 5 7 —FdEZHER - TR
AR ESEPER) fragmental patterns » A4E H{K patterns () T RJ&E ) B T HIFE J {FHF
Fr o 32 A B Pk Hde D th 6 85 BT patterns o

Curve-based method AJ LUG Rt ik £ REAE figfd: [HI8 28 - (B2 ek ipikifizs [
oaE » [RE TR LARIRG G E RN RIS — 5 &l - A LUTR S 2 A0 RT 5 R Ag = R
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(PR TR B AT DAS B =F RERU S 88 % » RZEAT LAFFRM A EREAH dynamic time
warping 52T » G RO AR LR -

B BT Mr S5 SR RIS X EL patterns B » 1528 patterns 2 HHTRLE S
SR - R IRIRE » ARIRFAIGERRT curve-based method TEHERERE 1)
R - EARG X » AR TOBER S » RS HER - A EERTES
Il - B SE R AT B ERAS R o

At > M ERTFTERRE midi FEEEEIUE R > BLL curve-based method %1
nontrivial and approximate repeating patterns » {Hg = REA]fEpE & E I B IR » S TR
TR HIRAE AR » BTSRRI LEf EhE E R A S IER -
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A Curve-based Algorithm for Finding Approximate
Repeating Patterns from Music Data’

Yi-Chu Liu, and Jia-Lien Hsu®
Department of Computer Science and Information Engineering
Fu Jen Catholic University
Taipei, Taiwan 242, R.O.C.

Abstract

Finding approximate repeating patterns from music data is one of the
key issues in the research field of music information retrieval. In this pa-
per, we propose a curve-based algorithm to efficiently find nontrivial and
approximate repeating patterns from music data. First, the given interval
sequence is cut into interval substrings by the sliding window. By apply-
ing DCT on interval substrings, each substring will be mapped into the
corresponding point in the feature space. Those points, which are near to
each other in Euclidean distance, will be self-joined together into a trial.
Therefore, similar trials correspond to similar interval substrings which
are considered as candidates for approximate repeating patterns. By vali-
dation process, the final result set of nontrivial repeating patterns will be
confirmed. Experiments are also performed to show the efficient and ef-

fectiveness of our approach.

Keywords: nontrivial and approximate repeating patterns, similar trails,
DCT

7 This research was partially sponsored by the Republic of China, National Science Council under Contract No. NSC-93-2213-E-

030-005.
* Corresponding author. Tel: +886-2-29053817; fax: +886-2-29023550; E-mail: alien@csie.fju.edu.tw
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BOERMCEMEE AES IIRBRA 2R ETHEIR

AKE SRH &N
WKRRT TSR
AR RS S10 9%

B =

AP F MR —EESEE B T iE ) AES IR &L A
TR EEI » AER(E AES RS EIR h R AT R
TR+ R S-Box Y%A » RIILFRMFI A A LB S-
BOX BB AEE » #EREARENEGTELE =
7§ S-Box (Type-I, Type-Il §i Type-III) » (it = FHHI [ S-Box 1£
HATH S R R E IR _E S R, - TR Tk iE B I 2R
B HREREZEHS - THE(E AES S /2 0.18um CMOS BIEHE » 3L
{71302 B [ i e % 155 FH AR 3R 3% (lookup table) e B Ath AHRBA AR S
Lo - FEFRAMATE%ETHY S-Box H1 > Type-1 BB &5t & K m D
T 57% » ITHISEARE 80 MHz » 7 AES-128 fJ& Rl REF I EH IR
930 Mb/s » B&{[H AES Fii{sE i (1REMS & 5 1 20 30 38.5K -

F3##55 : Advanced Encryption Standard (AES) ~ S-Box ~ lookup table

LB 1T

1E B Al P R R RO AE P R B S maA_ L E AR SE & A B RGNy -
FAEHREFN LR BER > HERERAREREEEEE » AR EREER
LRNE? BRAFHT 1T ERAEE FHE R TS & RIS B % 3L (Ciphertext) » BINR FTE
TN 6 SO BRBASC. (Plaintext) » B Rif A% B R AR KR 43 G5 W AHH = BB
(symmetric) FFERER (asymmetric) BREZRM - BB X EBAM B AR T HAJE Data

*Corresponding author. Tel.:+886-2-29053800; Fax: +886-2-29042638
E-mail address : sklu@ee.fju.edu.tw
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Encryption Standard (DES) » 3DES J Advanced Encryption Standard (AES) [1] » H{#%
S B2 i O 1& P AR R A RL S8 (Private Key) BRSNS B i » MFE 4 MRE ISR HIA
Rivest-Shamir-Adleman (RSA) [2]}% Elliptic Curve [3] S5 » H {8 i BN 5 =
AN [RIFTER LA A B =

B il 36 BIBURT TR FH I B #T I 5 AR ME £ AE R IR 1S HE (AES) » iR ARG L
FrEzatamit £/ » 'ER-FIM Riindael [4] [EEEFHEG AR - Hig AERITHLE 128
(LT » BEF AR % SR R S T £ 128 ~ 192 B 256 (it » H i i i EIZ g8
RLIRIERY 128 LT » HEINARE R EIEHRES AES-128 » fEARGR P IAMEt# AES-
128 B3 » AES-192 J¢ AES-256 j#HEHA RoundKey MREE KB THE X B
[ » FEFAI AT 2R b thpg E R A £ [FHY RoundKey 2 R B THIE RS LLE
I AES-192 K7 AES-256 -

AES i) BER 77 20 WS B R s BB R RE » i n] SRR - i E
Hil AES BIUAE 2 EHERE EIL - P ERIEEHE F FPGA [5-8] 2264 » thGHIERETHK
ASIC [9-10] U5 » 7ERE(8 AES RS BES rh R B T3 B2 R Mok ) T R e EE R 2
S-Box fUaRaEt » RUCFAIEHEE S-Box AURERE BRI mTAARE MBS » TR0 TI8 B R
TRER R I BB I P AR 43 B AT -

£ S-Box 3xEt/7MH » FAMF| FAFHEALE S S-BOX 8 B 1ok B 41 bl o e Bk AR
H » FEREEARTIR & 7T 4 =F8U R S-Box (Type-1, Type-II Bil Type-lII) » Jth=
FEAUCHT S-Box FER T R MAGE R A BEEs - FRAT ATk e B P I P 2
& HORERE 2R - R P E AR (50 T 094 2k B At AE R (R SO e g - TR A
AES ¢h 2 0.18um CMOS BIFZEFIR » FMFTatathY) S-Box d1 » Type-1 [(RFASE IH
HAFERD T 57% » $THIEAZEE 80 MHz » 1£ AES-128 fUERHEIEEEMIE 930
Mb/s » (&l AES Ffrfsti F A REHE 2 I ) A el B85 38.5K -

B SRRSO B 7NER o) » 1038 BRI B AGA AES (OB - B
{& AES INERERIRERSEIR » SIUELES S-Box R /it » BB HEE R » FA8
Ffham o

2. AES J®REIR

AES RUEREIE (1] RN 2 XN EEERRZEINREIER  ERf—EHmL
W77 BERE G DB SRR & (EEE - TEEEIETER T stare K Cipher Key — {84
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3 - State (RLIE 2.1) fIE #ZAE AES EELAREPATAE ST #E » WLl 4 x Nb BEE
KN+ Nb ZAE State PATHIBLE » TIRF—1TH 32 fiJT ° Cipher Key H7E F/2 AN
R EEN] key » WiLL 4 x Nk BEEMEIA ] » Nk Z2H key FIREERRLL 32 fITRE °
Hep o SHEE S8 (V) 2 Nb B NEFRIRER] (G 2.1) > H AES [ cipher key 327353
128 ~ 192 } 256 fiiot (Nk = 4, 6 5 8) =FfEREE » Wi HILIE AES-128 ~ AES-192
AES-256 B fiif

S(i 0 Sﬁ / SD 2 Sn’.‘ 3
SU) SLI S.’,) S.' 3
SJ a S? / 53 2 S2,3
SJ‘O 53 7 S3.2 S.i,}

B 2.1 State BFFREE

% 2.1: Key-Block-Round # &5

Key Length Block Size Number of

(Nk words) (Nb words) Rounds(Nr)
AES-128 ) 4 10
AES-192 6 4 12
AES-256 8 4 14

FEME 2.2 fhiffift AES fARZ BT R > A& & A F RS SR Sub-
Bytes() ~ ShiftRows() ~ MixColumns() J¢ AddRoundKey() » HEBEEHTRXE (V) B
cipher key FIREFTRE » [HEEBENRERE—ER & AR AT MixColumns() »
TR (AT 5 B IR Ar B A R » BRI T Al S R Y [ i 8- InvSubBytes() ~
InvShiftRows() ~ InvMixColumns() ;. AddRoundKey() » BII] {5 SO RLEAS » LIT R
7O - ST A R B A (1]



ELATHRTC M EAUBE AES NINEEda 2 T BT

Encryption | Plamtext ] Decryption
Initial round [0 CAddRoundKey ke sdaroundiey,
'Sub Bytes InvSubByter Final round
[ Shittrow | [ InvShiftrows |
Novmal reund . - : ;
{repeared Nr-1 MixColumu | InvMixColumn |
times) = ;
[ Sddrocundkey K=—faddrowndBey | 1] | Normal reuna
‘L i' T ‘r (repeared Nr-1
times)

[ Shifusw. [m%ﬁ s

s
2

[ Subﬁ)ﬂ'e's 1[;_1_1312811119}¢HJ
Final round

T AddRoundkey . K{ AddRoundeyy, | Initial round

1L

Ciphetext’ ]

Bl 2.2. AES NfEERUEIEUE BR (AES-128: Nr =10, AES-192: Nr =12, AES-256: Nr=14).

{17 e HLf#44E (SubBytes Transformation): j&— 1 LA CAH £ B A7 AOFERRME RN GE
o i NI — AR T AR RS (S-Box) AT » S-Box 2% i it
G L o WERTHEL > Bk - £ -ASREREEAECTHEE
GF(2') hiIFeEETTH » MLARAHLAHIZ X m) = x™ x' + %7+ x + 1 [
By o T (00} WIFEERTENASER » B RSB IS (Affine) SH EH LA
Ry 7 ZGEE

44 (ShiftRows Transformation): ¥} State ¥R — 5| LA FEIRIRTE EHEEIR
(%% - BEHRE) > F—HEHB Cl HLTTHE » B FER C2 EhcH - B=5
fif% C3 fEfcH - CIRBAURESE C1 - C2 ~ C3 BEmMRAVEEE (Vo) AR » AN
K22AUR -

#*22 (B REBRE
Nb 5 C2 C3
4 1 2 3
6 1 2 3
8 I 3 4

IRl (MixColumns Transformation): 7f State [H%([ch LIFTEH T A NEEE - K
B TR E B —{AfFE GF2) % ER - B—EEMNLEL e fFRE - &
RO > BITEE modulo x' + 1 18I ck) = {03 + {01)x" + {01}x +
{02} »
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AddRoundKey 541 (AddRoundKey Transformation) : f{1{E1 THS{1{4(1Y State Hilff—
{El Round Key {if{ bitwise XOR fHEISR#1F A State 1 o 7F round = 0 [FF[EH2EL initial
Round Key {# bitwise XOR ;HH » [fi#F 1< round < Nr [ » AddRoundKey #§{1/2
Eil Key Expansion i bitwise XOR {i3&# & ©

£ AES g Bk A Y fE i A E B EA2: InvSubBytes() ~ InvShiftRows()

InvMixColumns() ~ & AddRoundKey() » [@ 2.2 il AES a5 G B » DIT A I
Y i = S S WA T B A 1]

(7 e 2 #E 8 (InvSubBytes Transformation) : & fif Jr.#H HX{ L #% #2 (SubBytes
Transformation) {38 £ » The inverse substitution table (S™'-box) J2& H —{E:HE &
FARTENTI o B SIS BT (Affine) SHRAVECEE - RBAIGITH GF2)
g ST R ANl 15 2] S -box

51| 7 #%#a (InvShiftRows Transformation) : f2& ShiftRows f# /" fEE » ¥ State
WHIE—F UARHE IR REERIRA - BFEIRE) - FI06G8 Nb - CI{EAL
JoHl - B FIER Nb - C2 {EfcH > B=515% Nb - C3 (T - &K
22 R °

VBT i (InvMixColumns Transformation) : & MixColumns B fGHEE » th
2 1L column-by-column f75 RAEEE » LR THER—EFE GF(2) HiI% I
X B RIS AR ) (FRRE - E RIS » AIRE modulo '+ 1 + 3348
¢’ x) = {0B) + {0d)x’ + {09}x + {Oe} -

AddRoundKey [Zififf1: 7Efiss8f20 » B AddRoundKey Transformation [\)/5
RoundKey [1] Zf£ Cipher Key f&i@HFTAELR) - HIREEETE—E Nb {H

words 1] initial set » TfijZ-E Nr rounds thZEE Nb ([ words » FifLL » Key Expansion £83£
JEFEE Nb(Nr+1){# words  [K[it. Cipher Key ZH/RFARMFC & (Expanded Key) e {7
#%HJ Key &—1# 4-byte words FRRIERET » FoRf [w) - i (IGRERIES 0<i <Nb(Nr+1) °
RoundKey f\ i ###f2 62 RoundKey 8§48 /7 X —4% » MEGEHFERIIIETTFE -

3. AES ZTBEEEIR

Bl 3.1 %@ AES TERRFS BB RS 16 K 2848 » Hh Integrated (inv) SubBytes -

Integrated (inv) MixColumns ®L AT K B AE R — Fr B bt F HAFRE R - (R
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BRI 2 T8YML > ;Z#LL En/De (SHERAIES] - 7EI1% (En/De £5 Low »

=

SN

e i N
Final % Low) #B¥—#i Initial/Loop £% High [Kf » 554 A & KB Initial RoundKey {§
XOR GHEHBEZHT SubBytes() ~ ShiftRow() ~ MixColumn()f %81 RoundKey fff XOR
SEERE RS » A A —(FEME - I Initial/Loop £ Low - [la#A{TEL
BB EER S —ESTEIE HEEER Final 585 High » AT
MixColumn()i##t » [E#282 RoundKey fff XOR EH » HABHEREE RN E IERY5TE
B TERRE (@ BLETE P BRI AP S 2 SRR » LUT/NENiF8T#] Integrated (inv)
SubBytes - Integrated (inv) MixColumn 7z AddRoundKey 77 B{#EAH -

Roumd Key
CLE ‘Rount Control | Initialloop

B 3.1. BE AES INE R ARE . BERSERS
3.1 B5RY S-Box and Inverse S-Box 321§

S-Box (@B LEIERF BRIE K ITHE (Inverter) SRS HEHE » T AF % (£ AT Y
Inverse S-Box JELEITRIGES - R BIiL o FE » MM RETEE
ERMAER > FrLAFIF % Tas st I Eurgg & - [ 3.2 F4#5& S-Box Ei Inverse
S-Box [IRFA4ZLE1E » & En/De (E985 Low I » BTN S-Box 3#HE » [HIF SubOut
WA AL - U2 BT Inverse S-Box i RIS InvSubOut gt - H ek
[t GF (256) f§1E T & it am M B R FRMINIEET 771k -



BT EAESE 38 4 185

8

Input. :

En/De
CLK

TAHing | SubOut

8
s— InvSubQut

B 3.2. ¥4 S-Box B2 Inverse S-Box HHESEIR

3.2 AR MixColumn() and InvMixColumn()E I8

1E55 — EETh I MBI N R AR R T A RBZER » REBITREEAM
A] LI%&E 4 MixColumn()Ei InvMixColumn( )i fiii & hiiiE 22 - [& 3.3 £ MixColumn()
Bl InvMixColumn() #5 & IERIRE [11] » Bl Xtime FJ5EE X S8 A MSB(bit7) = 0 ¥
I A R —EAIT - EfA MSB(bit7) = | Baléim A /L —ETRE" b7 XOR
Hiia] >t XtimeQR AR TR AT T

Out[7:0] = {in[6-4],in[3:0]in[7],in[7],1°b0,in[7]}} G.1)

1EE 3.4 HEEEE 4-bytes MixColumn() Eil InvMixColumn() FFfERERE] - HrhPy{F
FTBREAE & MixColumn() B2 InvMixColumn() » FIEE{ (RN A7 AR TU 1 77 52
(i AMESENEF IR RIE » I8 A FS B — Column §J MixColumn 841 » F/E%E{F AES if
B ErTH rh 4L = FE -5 {F 1-bytes MixColumn() il InvMixColumn()fJRf#E °

InvMixColumn
8 P o - - i Output

MixColumn
OQutput

3.3. #5& 1-bytes MixColumn() and InvMixColumn() TEEEEREE
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ag[ 70

PN G - r— =

a7

a,[7:0 = - & l
¥y v 9 : A :1 b I ¥ ‘ A A
b,b, b, b, by b, b, b, byb, b, b, by b, by b,

BytesMixcolumns | | ByteshMixcolumns | | BvtesMixcolmnns | | BytesMixcolmmnns

En De En De En  De En De

Inl.'-i{'mcolumns

i
Mixcolumns

B 34. &S 4-bytes MixColumn() B2 InvMixColumn() 7 2454

3.Key Expansion F)E1R

{{ch% Key Expansion i £ R HKHR AP BEm] LIECHTANE] 3.5 (UREHRRREEE - Hop
WO ~ W1~ W2 ~ W3 £ 32 (\[CHIE {785 » 7 SubBytes() AT LA AE /LR 8
7T » SRILTETERL SubBytes() # 81 Reon[i] fif XOR G ET » TEMLIRES I -H OGS IIE K
I ThRE - HEHEH] En/De {SHEARRT AT TN BfEEHY RoundKey it -

En'Decrypt —@

CLK

Initial leop——+

128
Key input _\_

Y

A J

Key Output

& <

h

3.5: AES-128 key £ £ &
4. S-Box ZB1g:5%E

1 AES B {Fi# &L » SubBytes() 5 Key Expansion & @ {# £ S-Box » H S-Box
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TR R L@ RS 4 - B LI, O R S A T - TETE RS
FeEFERIEEL - HA S-Box FUREEBEIN M RNIAE » B —MRERE - BHRERE
FUEE (On the fly) > ATE G ANHEE RRAERUITERE R » R 2BENERT
IR AT TS - A0RETF S-Box ZEEHE » SRR R MU & IR KU
(R FHE -

1256 —HiPRMEM/ T #E S-Box RUEF 3 FRI{ED B - H i 5 Rata I B
RIGESOTHRITEE » LUT MBS IR SOt R B A0

AAT=1=A""=AA" =AY N BIEEY (4.1

e (40) REPATEE] N + 1 = 271 » JH N =2 + 2% - + 2 5 BB A BT
RIFE T Tm A = )4 ) (4 » 76 AES ZoHfi SubBytes() Li—{AATTEH
B ELAT » [RIILSS m 28 A8 AI{SE1 (4.2) 2 FEISULE LU REEEs A 4.1 FiF: -

A—l :A]28.A64.A32.AlG.AS.Ad.AZ=A254 (42)

TEEFMERIN 4° 5 4 x B AELFR LIS R me) =2* +x* + X +x + 1 £
modulo » Hrft A* {8315 AT LI LRI 4.1 FORASR > T 4 x B 5T 8 it

A1 3fErkes [13] »
F4.1. C=A4"{RE

C. a.+ a,

Cy ag + a,

Cs a;, + a;

L85 a. +a, + a,
C; a. +a, +a,+a,
C. as; + a;

C, a. + a; + a,
Cy 7o i e o
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e 4.1 FMHSHIHL R R Critical Path KEBR{E 4° S E RN ERERS » 17T
REOBEZE S-Box MR THEY » MR CIERF—MASHIEI . Pipeline AT H#Y
DB TR S » 40 6 4.2 Fm2eiim - (BRI 7 0 e (8 AES RERSET (a3 E
F#92240 ((16+4) x 16 x 7) {& » ¥} Throughput/Gate count {\JH& fiililfi 12 5 K K Bhgz °

Clk

[ 4.2. 70E Pipeline B3 ST RS HE

Ll

4.3 H—BUHERIIEMHE

e 4.2 ThFMRIR IR A R B AR A B AR - da] DU CRE RS I B —
PR AR DI RS T AN 4.3 BT > LS —REHE A 4° FI—ERASR - Tk
sk ROt R 2 A B — 3 A S AR R AR N DB BRI ST R =
{ERFEFISEA T RIINA AES R EER - 7T USRS THIEE K FRYimmta » LT
= RERI R

(1) Type-I

Type-1 f&H—1fE 8 —SHHATRET » 40 4. 4 Aox o HAfEs—(EE AR A ik
2 mMseE AR "1 B vee » JFILUE 45 MERH - BIEERZ S
Initial/Loop {332k b0 i fEdm A S N EER - & Initial/Loop {S5%F% High Kf - B
— MRS A RORIEEE A BT EE R EEEE AL FSS - AERELL Ck
BT » 1655/ Clk thiEEE A™ L1 Initial/Loop (5% FA @RI FIESOTH » 8
PR AR A RE T2 Lok 24 {HEFE%  ifi Initial/Loop {S5R 2 HMEMN =
(ITCEFBES B VBRI AR - (S FEIRIER D > 7E Critical Path J77H HJF2RAIH
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M A°EERAFTEBBAN—E A EE - —ARERR S T % » MR
R P B R A e R » A AR E R D iR i A g in 7§ T -

T
I
I
|
i
i
|
1
|

il

egiste: ;
»| Remster __.! Ll B2ALE by
Controller |

4.4. Type-l EFTENEHEE

af LILFLFLFLFLFLFLFLS]
©®OO0OOO® D

Initial'Loop _T—l e T
pata K0 XA X At X AR a® X a® XAt Xam X ol )

Data Output X_&—\-!5‘ >< A
[ 4.5. Type-I FEFOCHRAIBICHE

(2)Type-II

Type-11 72 1 —{ B — A4 AT 3 THHIANIE 4.6 BT » TSR —{E# A e shiT—{E A’
e mE A FMILUE 4.7 SR - BEEFRHE Initial/Loop {SHK I
li i A B PO B » & Initial/Loop {S%RE% High ¥ » B — {8 A EERBIT
7 18] B — KAL) B e (A NS - MLl Clk $0T - 725181 Clk o
PEE A7 # L Initial/Loop {E5F HEERRILAGE FOTH » EFHE INAIRER A HE A\
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i170% T8 ~ 24 [AE(FE R —(8 A’ » T Initial/Loop {ZHfR MM BERIRIGITATE
5 D ZFEMARIAE A2 » 7E Critical Path 777 FSACHIRIE A” B R A< ML SR

Clk > i
p Registey LData Out put A
|| *
Initial Loop |
Controller |
B 4.6. Type-1l Ferk ST RAVEHSHE
Clk

ONONONOMBONEONONORNED

Initial/Loop
paa K AT AT A% X=X AT X AMX A% X AT A}L

Data Output X A _X g X A
B 4.7. Type-ll TEFTRIEILCHE

(3)Type-III

Type-1Il J& i1 = {6 Bl —HiAH AT EREHHOANE 4.8 Bz » 25— (E 8 A ST (@ 4°
T B - FRAMLAE 4.9 AR » BEEERH Initial/Loop {SHEAERIY)
HefEE N\ SR PIERIEME - & Initial/Loop {S%%FS High B » B —RRHEEK A7 EHLHT
= {EE—EANEE G E AT AL FS > Rl Clk 34T > 5 ={H Clk
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A AP 1% L) Initial/Loop {S5% - (A REEUI F6i4 T3 - 33 UG IHORIRS & IE A
705 T8 ~ 24 (AM{7E8 L —(® A7 {HE » [fj Initial/Loop (S35 M ERURIAI L8,
SR D EARIE L » E Critical Path 77 [ HIFUCHIRTA A° SEIE K, < (HTei: 0 Hl
WA A SEE - SEFE SRR % 15 -

Clk
A——I,\’! E_L B
Reaster ;
Clk—e + |
——: Register Data Output i A
InftialLoop |
Controller |
[ 4.8. Type-III FRE:SITRATFHSE
Clk
ONONONONBONONONOINCO
Initial/Loop

Data Output >< AP ><_ A X A ><:
{49, Type-Ill AR TERAE B
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5. BREFGR

TUAMERETI AES fi s AR IR AR TR 128 (0T » SIRIER 128 (17T
gk > i AES g4 B2 {#i F Verilog HDL J2#2#4£ 0.18um CMOS Cell Library 8{f2 B -
2269 = (& S-Box tf » X —(iff FHA M &/ V55 571 gate counts L Look-up table
F Rk 57% » 'EAE AES chip () L{ESEZEES 80MHz » H throughput £5 930 Mb/s » [ff]
# (i AES chip FIREE {E & £ 38.5K gate count ©

7% 5.1 £ Type-1 Bl LUT-based - SRAM-based ~ ROM-based ~ Inv-optional S-box f¢
G A [14] 1 S-Box LS » MIFMEATHY) Type-1 kb Look-up table 77x(ja/) 57% o 2
5.2 BRI =FE S-Box [ Gate count Bt Throughput {5 FE#Z » FHAED HOBERE TR L HGE
EHIRBES - (BRI TSRSt [RIRESN - & 5.3 B EATEAIEETHY AES chip [L#
7% » T LA Type-1 2 S EEH

A EFERAE SR 1540 > FLMH% S-Box 1811 Pipeline FEFRALICF| 25 TEMIBRERIAT »
A] LA PR RO TEEE » e TR /7T - FHASINE Pipeline JE SR (ST THUSEZS
RIS

F£5.1. S-box LB
S-box + InvS-Box |SRAM ROM Inv-optional NTU[14] Ours
(LUT) 256x8 2x256x8 S-box [11] (Type-D)
Gate Count 662+662=1324 2138 1866 789 612 571
#52 =R S-box L
Type-1 Type-II Type-lIl
Gate Count 571 948 1282
Throughput 930 Mb/s 465 Mb/s 232 Mb/s
#25.3. AES chip i
Ours
Ichika[15 Kuo[16 Li[17 Lu[11 IBM[18 NTU[14
[15] nel  [Lin7) (1) 18] 1L N il
Process(um) 0.35 0.18 0.35 0.25 N/A 0.35 0.18
Clock(MHz) N/A N/A 166 100 32 70 80
Throughput 1.95Gb 1.82Gb 1.328Gb 609Mb 7.5Gb 831Mb 930Mb
Gate Count 612K 173K 120K 31.9K 256K 31.1K 385K
Theonghedt 140 10.52 11.07 19.09 293 26.72 24.15
/Gate Count
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L5 3811

i {

Tl

dpd oo b

d 3576841 A02 do0AbAc 1 185471 96a0b32 !

ab

mmmxr;mmmummmmmx@mﬁmmmmmm@;z:im:}mm

9222508921 30ccibbb30c

7

&

:C3343£BaSBSSaSUBQ3l§31 988260370734
Type-1 BT FFHE

[ 5.1.

[ 5.2. Type-1 Layout B
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B[ Fc 2 BRHE AES IERES F 23 H L ER

6. fEsmEER IR

(AR  RIURHIIR —(AnTHFe = AES ZREHEZEHE - HhpyririER

STt S-Box (% » £ B FFEE AT E M B RIS F AR & - @K
EARRTE T - Fof1S S-Box FEMIE =M R - MiffiS AES nl BIR %L M T R A
R » EFRMHREAI=FE S-Box Ll Type-I fJff HEMER/N » HEEERERD T
57% » {F AES-128 [[J& IR F RS 930 Mb/s » % AES Fi{E FAUREIE B R IR HE
LI 38.5K gate count o fEARIEFLMLL AMBA B4 AES ¥ & » DUFH R
A {E AMBA |2 IP »

M

(2)

3)

4)

&)

(6)

()

REFERENCE

National Institute of Standards and Technology (NIST), Advanced Encryption Standard
(AES), National Technical Information Service, Springfield, VA 22161, Nov.2001

R.L. Rivest, A. Shamir, and L. Adleman, “A method for obtaining digital signatures and
public-key cryptosystems,” Communications of the ACM, vol. 21, no. 2, pp. 120-126,
Feb.1978.

[.Blake, G.Seroussi, and N. Smart, “Elliptic Curve in Cryptography,” Cambridge
University Press, New York, NY, 1999.

Joan Daemen, Vincent Rijmen, “4AES Proposal * Rijndael,” Document Version 2, Mar,
9, 1999.

S.McMillan and C.Patterson, “Jbits Implementations of the Advanced Encryption
Standard (Rijndael),” Proc. 11" Int’l Conf. Field-Prog. Logic and Apps., Aug. 2001,vol.
2147, pp. 162-71.

P. Chodowiec et al., “Experimental Testing of the Gigabit IPSes-Compliant
Implementations of Rijndael and Triple DES Using SLAAC-1V FPGA Accelerator
Board,” Proc. Info. Sec. Conf., Oct. 2001, LNCS, vol. 2200, pp. 220-34.

K. U. Jarvinen, M. T. Tommiska, and J. O. Skytta,” A fully Pipelined Memoryless
17.8Gb/s AES-128 Encryptor,” Proc. Int’l Symp. FPGA, Monterey, CA, 2003, pp. 207-
15.



I EREEET 38 195

(8) 1. Verbauwhede, P. Schaumont, and H. Kuo, “Design and Performance Testing of a
2.29GB/s Rijndael Processor,” IEEE J. Solid-State Circuils, vol. 38, no. 3, Mar. 2003,
pp.569-72.

(9) T.F.Linetal.,” A High-throughput Low-cost AES Cipher Chip,” Proc. 3rd IEEE Asia-
Pacific ASIC Conf., Taipei, Taiwan, Aug. 2002, pp. 85-88.

(10) S. Mangard, M. Aigner, and S. Dominikus, "A Highly Regular and Scalable AES
Hardware Architecture,” IEEE Trans.Comp., vol. 52, no.4, Apr. 2003, pp.483-91.

(11) C.C. Lu and S.Y. Tseng, “Integration of AES(Advanced Encryption Standard) encryptor
and decrypter,” in Proc. Application-Specific System, Architecture and Processor, pp.
277-285, 2002.

(12) C. C.Wang, T. K. Truong, H. M. Shao, L. J. Deutsch, J. K. Omura, and 1. S. Reed,”
VLSI architecture for computing multiplications and inverses in GF(2"),” IEEE Trans.
Computers, vol. C-34, no.6, Aug. 1985.

(13) M. H. Jing, Y. W. Chen, Y. C. Chang, T. K. Troung,” A new VLSI for Implementing
the Multiplication and Inverse in the RS-Code,” 4" multimedia technology and
applications, Taiwan, Apr. 16, 1999, pp. 304.

(14) FE ~ MEE - BREF, “BRAMEN AES N5 |82 %ETHER,” Master
Thesis, Graduate Institute of Electronics Engineering, National Taiwan University,
Taipei, Taiwan, pp51-60, 2003.

(15) T. Ichikawa, T. Kasuya and M. Matsui, “Hardware evaluation of the AES finalists,”
Proc. 3rd AES Candidate Conf., 2000.

(16) H. Kuo and I. Verbauwhede, “Architectural optimization for a 1.82 Gbits/sec VLSI
implementation of the AES Rijndael algorithm,” Proceedings CHES 2001, Paris, France,
May 2001, pp. 51.64.

(17) M. H. Li, “A Gbps AES cipher,” Master Thesis, Dept. of Computer Science, National
Tsing Hua University, Hsin-Chu, Taiwan, June 2001.

(18) A. Rudra, P. K. Dubey, C. S. Jutla, V. Kumar, J. R. Rao and P. Rohatgi, “Efficient
implementation of Rijndael encryption with composite field arithmetic,” Proc. CHES
2001, Paris, France, May 2001, pp. 171-184.



196

BRI FC M2 GGE AES NI &L 2 33T BB

Design and Implementation of a Scalable High-
Performance AES Cipher Chip

Shoei-Jea Yan - Chu-Ching Kao - Shyue-Kung Lu
Department of Electronic Engineering
Fu Jen Catholic University
510 Chung Cheng Rd, Hsinchuang , Taipei Hsien 24203 Taiwan

Abstract

A scalable high-performance AES cipher processor is proposed in
this paper. Since the design and implementation of the S-Box is the criti-
cal step for implementing the entire AES encipher/decipher, a modular-
ized methodology is adopted to implement it. According to the algorithm
of the S-box, two types of basic modules can be derived. These two types
of basic modules can be combined to form three types of S-box. The user
can select among these types according to performance and area specifica-
tions. In order to verify our approach, an AES-128 processor is imple-
mented with 0.18 pm CMOS techno]ogy: The gate count is 38.5 K. The
operating frequency is 80 MHz and the throughput is 930 Mb/s. The gate

count of our approach is 57% lower then the lookup table approach.

Keywords : Advanced Encryption Standard (AES) ~ S-Box ~ lookup table
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fxe FIO3 IEEEEEHA AT

hEE FEHE XREE SHE
BB EGHER

e

TR ARG O

o A

HE R R IR R B 2 A TR

B =

AHFZEF B Ba 2% 21 fractional factorial design ffidE i 22 8 &k
FIO3 AR FEEERT » #—PEAESIEKTIEEER F2
REGIREHE > R ER R BG &Mk M2IRE - HE
BRfS T - M3 MgSO,TH,O 8 R AR F [ 440 FJ03 £
2 EKTF ¢ 1 MgS047H,0 Ed ferric ammonium citrate ¥} 5550
FIO3 L RAEXZBFAZEE & MgSO,TH0 #R HIKEIRE.0
g/l) » ferric ammonium citrate {5 F &R EF(0.02 g/DiF » 7] LR
FH FJO3 A EMI4 REEE » tHEH > & MgS04TH,0 £RA#R(KIR
JE(0.05 g/l) » ferric ammonium citrate {5 F SRR » A% a8 FJ03
L REMGIER - B ENERET > BEE BGI
MgSO,*TH,0 JRE £ 1.5~2.5 g/l LLE ferric ammonium citrate 35 & £
0.15~0.35 g/l [ » #ki% FI03 HEREEZLEREE  FEEITIEHHS
R ®RE R £AR2FEEMEEREZBME NaNO; 0.5 g/l -
K,HPO, 0.06 g/l ~ MgSO,+7H,0 2.0 g/l ~ CaCly»2H,0 0.06 g/l ~ citric
acid 0.06 g/l ~ ferric ammonium citrate 0.25 g/l ~ EDTA 0.001 g/l ~
Na,CO; 0.02 g/l ] trace metal solution 1 ml »

RAEEET « —E(LRkMEE - ERAE - RET

* Corresponding author. Tel: +886-2-29052120; Fax: +886-2-29052193
E-mail: yihleu@yahoo.com.tw
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I

ST AT R B R R B B R R - B
15 i B T TV S e P SR B AR - RS T3 F TR 2Rk KRR
it > SR A TS B B A IR AT S 2 R AR YR e R R
i AHKIH 6x10° 25T ( Pulz and Gross, 2004 ) °

Gk TR A S A (F AR AR B RTER R S DA S B T B S A
AR R T MO R ER  FEERKEEYEEL (De Pauw and Persoone,
1988 : Laing and Ayala, 1990 ) » 8¢ FIRZERGEEMIL &Y - flankkse L REAF - REH
EiFF ( Belay, 1993 : Osinga ef al., 1999 ) ~ ###[ % ( Lorenz and Cysewski, 2000 ) ~ B-f
#H4j 2 ( Borowitzka, 1998 ) ~ % SUANHUFIEGHARE ( Hayashi er al., 2001 ) ~ B £ G
{b&4%1 ( Muller-Feuga, 2003 ) % » FR TEFEIHAES - ST R EERIR E RERE
FEEE > BEAGEBRECE A ERTES » F17e A BIREFEAFF] RS E R T3
HEROB S 2R E R AR 1 T30 2 — SR80 8 RIS 2k s & R &R
M ( Hirata et al., 1996 : Kurano et al., 1995 ) » [Fk - iR A SEIREE R — bk
& -

1 DL SO o AT A R 1R 2 - (BRI RE AR H S B RS EikR e
R ESEIE R E—{BR B EGRME (Riesenberg and Guthke, 1999 ) » T##RRIARE
BTN BRI S B AR B AR B AR R T o SRR
B R H R e BN E R R IRC EREER
AR SE LY - (G - EEENT L McH - MR MR
SRR BT A TERINFFI A — BB ZERKEE & 5 carbonic anhydrase BESRHILIAE ¢ &5
EIMSSE AT E S B T EBR S TR AFEE DA - &k
B A e 2 1B B AR R Bt B

AEREVEH RIS E » 2004 5 6 Al AR EPEmEHEFEER
H R AR AR TR FIO03 » #5%35 FI03 IURHIEE & R R — S LMAVIFFERIER - &5 1
PRERE FI03 KIS 2 Rl » —F IERAREE —SULBZITTE - AR FCRT Tk
M FIO3 ZiE#EE BGI /T H MR IBET - FIF B Bei%it /734 factional factorial
design 3 H M FIO3 £ R BB ER 1 - 8T IS P03 FEEERE
AR ER AL BGI ZAH R ol & Z IR i
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MHIETSE

AHFE R B S LR EIE RS B2 e A% FI03 ([&— ) » £ FJO3 * 2004
6 Ao B am R > RRME - BEAMRERREMNE  EREHEE &
AR RG#EE(ER S LREE 72 580 - FI03 Fr{ 254 #e 45 BGIL» Al
&2 BT E NaNO; 1.5 g/l ~ K;HPO, 0.04 g/l ~ MgSO,4+7H,0 0.075 g/l ~ CaCl2H,0
0.036 g/l ~ citric acid 0.006 g/I ~ ferric ammonium citrate 0.006 g/l ~ EDTA 0.001 g/l ~
Na,CO; 0.02 g/l K trace metal solution 1ml : H 1 trace metal solution Fi &2 Biin &
FeCl;+6H,0 3.150 g/l ~ MnCly#4H,0 0.180 g/l ~ ZnSO,+7H,0 0.022 g/l ~ CoCl,*6H,0 0.010 g/ ~
CuSO4+5H,0 0.010 g/l Fl Na;MoO4+2H,0 0.006 ¢/l o &35 4E i 2 W& T9F 4 Y6 e et

( spectrophotometer ) LI £% 600 nm &l H K ¢ ( optic density » ODgqp ) ©

E— ZHFEATEER < FJ03 -

TR EREE _StERE TBEER T DN

Y& TERERE — S b 2 S RSB E R Rk B ER A B THRE
BERER M R ERE S EERE T EREERRAFREZIREHE » AHE
FIIF B SRak &t ) /715 AT BT o AR R fractional factorial design 85 % 1L 3y

( NaCl ) ~ &5 ( NaNO; ) ~ # ( ferric ammonium citrate ) ~ ££ ( MgSO47H,0 ) ~ &%
(K;HPO, ) FIE5 (CaCl2H,0) % 6 AR FE#hEfER 2B - S HBAEE &
FEBpEEEE E 7 FHEE T - B 6 {f[KFZ fractional factorial design f$§:#£{T 32
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F— IR 6 {BIJ T fractional factorial design 7 32 §H34B% -
A R £ ferric
NaNO; K,HPO, If”;f%‘ C;[CIO ammonium NaCl
B # 2 citrate
1 - -
2 - - - + +
3 - & + - 4
4 - - + + =
5 + - s +
6 B + - + -
7 - - + + -
8 - - + + + +
9 + - - - oe
10 + . - i
11 - + + -
12 - + - + + +
13 + + - -
14 + + + +
15 - # + + - +
16 - & + + + s
17 + : = z 12
18 + - - +
19 + - +
20 ag - + & =i
21 + - + - -
22 + - * - + +
23 + - + + - +
24 + - + + + -
25 + + - - -
26 +. + - + +
27 + + + - +
28 * + - -+ 5 _
29 - + i R "
30 + + + - + -
31 + + + + -
32 + + + + + #*

HHat B - 32 MHAER 2 ARG IR —FR - R—pZz 6 (A TS AL E5THEEZ
6 {E"= &R+ » H4E NaCl ~ NaNO; ~ ferric ammonium citrate ~ MgSQO4+7H,0 ~ K,HPO,
1 CaCly2H,0 » A2+ F - 3 RIRa% S 2 A 1 2 B e il f e R 1
SR FRrékEtZIRERRIE NaNO; 2 ™+ £5 3.0 g/l : 7= £5 0.5 g/l - K;HPO, 2 "+ £
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0.06 g/l : ”-“ £ 0.01 g/l - MgSO,*7H,0 .2 "+” £ 1.0 g/l : ”-“ £5 0.05 g/l = CaCl,*2H,0
Z 7 B 0.06 g/l i - £% 0.01 g/l o ferric ammonium citrate .2 “+7 £ 0.02 g/l : 7 &
0.002 g/l e NaCl 2 »+” £ 5.0 g/l : »-* £5 0.5 /1 = [t 32 #H Bkl A F#aT SR
Minitab ( Minitab Inc., 3081 Enterprise, State Colledge, PA 16801, USA ) .7 one-way ]
two-way Analysis Of Variance ( ANOVA ) #7047 » P {l/[NFS 0.05 fHEB#HET  G86E
T - T EREEE S URREZ £ EZ R T - E—FFIFEriE L EE
BRRAFETBESERRE 285 o ot 28w R 7 2 BOE & 5 s -

e S

sEtE I3 ER TBEBR T OM

K5 R — [ L & fractional factorial design # Zf NaNO; -~ K,HPO, -
MgSO,4+7H,0 ~ CaCl,*2H,0 - ferric ammonium citrate F[] NaCl 5 6 {#% &K ¥k
FIO3 £ RZHE - SEH RS FI03 ZHIERERERIINER " » BEREBEH
ANOVA iR RMKR=Fx > S RERERENZ 6 @E88EFH RE
MgSO0,TH,0 BaZE #8550 FI03 A R > I H /SR A1 S i S b 4 Bl ZsilR o Price &
NEHR Synechococcus PCCT7942 7 carboxysomes H1 carbonic anhydrase yEPERFZEFEH »
20 mM BB (Mg ) i carbonic anhydrase 5 5 & fJiEME ( Price ef al., 1992 ) o #&%H
NEMEY - € R S EREN  ff8 S T REmRE e
Rk @R (HCO; ) » Rl iR AAZEE A carboxysomes FI#E A% 3 carbonic anhydrase
BEEBERE _ftik A _ftuSIE—PERBHMEMRTA Rk
MgSO4TH,O B8k FI03 AR FEBAF » Hp[fKr[REEL % carbonic anhy-
drase JHMEFRIRER °

HAi% » MgSO+7H,0 Eil ferric ammonium citrate ¥{3% %8 FI03 £ EHAi H{FH .28
> HEBHEaOE _—Fr - AEARFEREIRE MgS0,TH,0 RS IRE »
ferric ammonium citrate {5 Fil iR I » ] M@ 54T FI03 HREATLL 4 Rk « R
> MgSO47H,0 #RFHE{EIERE » ferric ammonium citrate {5 F 5B EERS » 416 EE
FI03 = EEHHI{ERH - MgS0,+7H,0 Ei ferric ammonium citrate #3554 £ 2 2 A8
{E AR AETTERRTE » RSSO W2 A IR TG R - SR FRbssad
RZFZECK i - 7 BBt 11 R e 4 R 2 98 - JEEARIR
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$— {#F] fractional factorial design BER ik FI03 £ Ry FERBR FEHRHEER -

B ferric o
F | NaNO; | K.HPO, r:/;is%, _Czif'é ammoniu | NaCl ttéﬁ(’ff(“m“)
EESHE . G m citrate

1 & . = . - - 0.00475
2 = = i B + + 0.00437
3 - - - + - + 0.00418
4 4 = - + + . 0.00458
5 - = + - . + 0.00424
6 . - + - + - 0.00531
7 z - - + = - 0.00377
8 - = + + + + 0.00529
9 - — = - - i 0.00350
10 z + = = + - 0.00305
11 - 5 - + - - 0.00550
12 - - " + + + 0.00437
13 = + + . - - 0.00467
14 - + + - + + 0.00568
15 & + + + - + 0.00534
16 . - + + - - 0.00575
17 s - 5 g - + 0.00370
18 + - - - + - 0.00420
19 + - . - . - 0.00399
20 - - - + + + 0.00341
21 + P + - - - 0.00425
22 + - - = + + 0.00451
23 - - + + - + 0.00480
24 + - - + - - 0.00486
25 - + - - - - 0.00444
26 + - - - + + 0.00405
27 + + = + - + 0.00506
28 + + = + - - 0.00474
29 + + - - E + 0.00456
30 + + - - % - 0.0055

31 - + - + . - 0.00426
32 + + - + + + 0.00493

3 AREBRILHETT 126 fB/INFF » LA RHHR (M) =[ (126 /NFFZ ODioo fill) — (0 /NRFZ ODioo )] /126 ©

KA B S TR B IR - ST TR A RIS BI B 2
TERIFIFTER ( Buesseler et al., 2004 ; Coale ef al., 2004 : Strzepek and Harrison, 2004 :
Tsuda et al., 2003 ) » 3ELERFFErREHE H a7k 88 ch st 7 i NEa a2 a2 B U8
BIRZFIHZE -
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HEET P {E
NaNO, 0.427
K,HPO, 0.177
MgSO47TH,0 0.008*
CaClZ'ZHZO 0.296
ferric ammonium citrate 0.355
NaCl 0.676
MgS0,+7H,0 = ferric ammonium citrate 0.013*
TR EEER
MgSO;‘Tll;O
0.0052 — o
0.0047 — e
._“——-.
0.0042 — \
0.002 g/l 0.02 ¢/l

ferric ammonium citrate

B EEED MeS0,7H,0 B ferric ammonium citrate 33885 FJ03 b4 RERZ T HIFFHEE - &
(—) :MgSO,#7TH,0 #£H 0.05 g1 : & (---) : MgSO,7TH,0 #£F] 1.0 g/le

AL BB 2 45 SR ] DUHESR H B FI03 A EFEE — Sk T8 B8R TA
MgSO.+7H,0 » KX E K F £ MgSO,7H,O Ei ferric ammonium citrate 2 3¢ 4. {F F
( MgSO,*7H,0 xferric ammonium citrate ) » iIfi H o] HE& HHE— SR 9T %5E FI03 4 Rl
BZEBRESEBEMIRE (RN : ANOVA &S EEFZ IERAHRE R PELR
FAASTH ) » LUEE—5 F S et iE FI03 42 MgS0,4+7H,0 Hil ferric ammonium
citrate H0E & 2 i LG [E]

toR FI ERZIBEEMNDRES ZRE

#kiE FI03 A REE S BB BOE SIRE 29 » EERNATER 25
BILMEMFRR - AERA WA RS FI03 Z8A A KR HilE] - #5 LIHES
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R FIOS TS L RS RREACBEERESRORE -

" [F AR B AR A IR [ENRESTE=2=010l A Vap=]:3
i (e/) (gD
NaNO, 1.5 1.5
K,HPO, 0.04 0.06
MgS0,4+7H,0 0.075 HE—
CaCly*2H,0 0.036 0.06
Citric acid 0.006 0.06
ferric ammonium citrate 0.006 HE—
EDTA (Na,Mg salt) 0.001 0.001
Na,CO, 0.02 0.02
trace metal solution 1 ml 1 ml
deionized water 1000 ml 1000 ml
pH 7.4 7.4

Fh BEERERWATT  BERED MgS04+7H20 B ferric ammonium citrate F2EFRE3EM FJO3

EREREE -
LEAEFEE ()
(h")

3.0 0.0072 0.0086 0.0086 0.0081 0.0087 0.0069

2.5 0.0067 0.0088 0.0085 0.0086 0.0084 0.0089
MgSO.»7H.0 | 2.0 0.0048 0.0073 0.0088 0.0088 0.0089 0.0086
(g 1.5 0.0032 0.0078 0.0088 0.0087 0.0085 0.0078
1.0 0.0058 0.0078 0.0085 0.0079 0.0072 0.0072

0.5 0.0065 0.0081 0.0073 0.0075 0.0075 0.0071

0.02 0.08 0.15 0.25 0.35 0.50
ferric ammonium citrate (g/1)

A BB R b i E LT MgSO,4+7TH,0 Ei ferric ammonium citrate # {52 R[] -
HEATIIZERS MeSO.TH.O & B EREE R /371 0.5 1.0~ 1.5 ~2.0~ 2.5 1 3.0 g/l :

ferric ammonium citrate 7 B EaB & [E /375 0.02 ~0.08 ~ 0.15 ~ 0.25 ~ 0.35 FI 0.50
g/l HRRAE RIS FI03 Z8¢E A RO E(E R MgSO.TH0 RfE 1.5~2.5
g/l » ferric ammonium citrate J8& 0.15~0.35 g/l (XA ) o HELEAS BT LIEE—{#E#E
A ¢ Ak FIO3 4 RRE R K B — S bl s b i B 28 B % NaNO; 0.5 g/l
K;HPO, 0.06 g/l ~ MgSO,4+7H,0 2.0 g/l ~ CaCl,*2H,0 0.06 g/l ~ citric acid 0.06 g/l ~ ferric
ammonium citrate 0.25 g/l ~ EDTA 0.001 /I ~ Na,CO; 0.02 g/1 [] trace metal solution I ml o
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fa i

AR EEE S - BYCANEY AR HAHBZI SRR
BRI A By HL AR & B o RHSE R E A% AT /712 factional factorial design #E1T#%
H FIO03 B MR AREEE BGI LR - DUR GBI Rolas - MInsefRAaie -
BRfs FAERAFIF factional factorial design HETFRE RIS Bk FI03 Rz £ 2B ENA
T o Wit—HHEE EE S BGI S AH B A Z RAEIRE - TEARFET RS EIRUfEaR AT
TR

LARFFERr a2 6 (=ER 7 » H MgSO.»THO BIELEFH FI £ K

2.MgS0,*7H,0 Kt ferric ammonium citrate ¥} 340 FI03 A RAZ A{FH 28 » #5
RAHEASS IR & MgSO0,7TH,0 #R S B » ferric ammonium citrate {5 ff SR EEIRE » A
DI {#5AE FI03 G mi Lo R Ridizs <t » & MgSO47H,0 FRITEKIRE » ferric
ammonium citrate {§ Fi] S FEIRE - AI¥TEEAE FIO3 R RAIHITER (B =) -

3.4k F103 4R R JEE — S btk ol b BN £ NaNO; 0.5 ¢/l -
K,HPO, 0.06 g/l ~ MgSO4+7H,0 2.0 g/l ~ CaCl,*2H,0 0.06 g/I -~ citric acid 0.06 g/l ~ ferric
ammonium citrate 0.25 g/l ~ EDTA 0.001 /I ~ Na,CO; 0.02 g/l /] trace metal solution 1 ml o

B W
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Abstract

Here we report the successful implementation of the fractional facto-
rial design to screen the limiting components for the growth of Chlorella
FJO3 and subsequent use of step-by-step approaching to design medium
BGII that supported higher specific growth rate of Chlorella FJ03. The re-
sults showed that MgSO4+7H,0 is a significant factor positively affecting
the growth of Chlorella F103. Also factors MgSO,4*7H,0 and ferric am-
monium citrate have a significant interaction effect on the growth of strain
FJO3. The interaction study indicated the positive effect of ferric ammo-
nium citrate, since the higher level (0.02 g/I) results in a higher specific
growth rate at the high MgSO,+7H,0 setting (1.0 g/l). The interaction also
showed the negative effect of ferric ammonium citrate, but only at the
lower MgS0,4+7H,0 setting (0.05 g/1). Furthermore, the results showed the
highest specific growth rate of Chlorella FI03 grown in the medium BGII
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with the cencentrations of 1.5~2.5 g/l of MgSO,4+7H,0 and 0.15~0.35 g/l
of ferric ammonium citrate by step-by-step approaching. Combining the
results in the study, the components of the optimal medium BGII for
Chlorella F103 are NaNO; 0.5 g/l, K,HPO, 0.06 g/l, MgSO,4+7H,0 2.0 g/,
CaCly*2H,0 0.06 g/, citric acid 0.06 g/1, ferric ammonium citrate 0.25 g/1,
EDTA 0.001 g/l, Na,CO; 0.02 g/l and trace metal solution 1 ml.

Keywords: culture media, microalgae, optimization
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FEHE B Y 575 B /L (non-photorealistic rendering) £5 37 {H & i &
EREAFTR ST A #1818 B (painterly rendering) B 72 H i B B 1)
SR o BRI E (image moment) B3R FEER# {5 I 1) 88 246
Z— R LAEISIE B R E BE T B iR E MBRRE 0 I
BEBFEBIFE - KimsURE 7T —EEPEGAE - RS
g~ ELig B EAS MR R B L o SRR EIE T AR TE 23 FE (line
integral convolution)ZR/E & g AR FE MRS IS » W LAREET I /752K B
EERE - AETRKX/D - AR EC/EERER - EmE A b
551 Fi(image segmentation) B fii 2K & /A8 A A L@ 7T 0 HECRTE
BEBTBEE ST RFESMEES - EEREEF HEITEL
P o WRERR A HHE E RS R R o Adn R RBGER DIFRME
BiEArfaRma AU E G - B R R A < PR e - 5 RER
HAMnEE A R R B A A MR ERAE ~ EREMNES - &
A& H At AE FA B2 P SEVE A B -
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FEHE B BB E B (non-photorealistic rendering) £33 (X & 4 E 22— IH & B A5

* Corresponding author. Tel: +886-4-22840497 ext 915
E-mail: cmwang@cs.nchu.edu.tw
** E-mail: batylh@gmail.com
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A Novel Moment Based Painterly Rendering Algorithm

Chung-Ming Wang Lung-Hung Yang
Department of Computer Science
National Chung Hsing University

Taichung 402, Taiwan, R.O.C.

Abstract

Painterly rendering is a popular research topic for Non-Photorealistic
Rendering in computer graphics communities. Though moment-based
painterly rendering algorithms have been presented with some success,
they did not take into consideration the curved strokes encountered when
artists are performing the painting works. In this paper, we present a novel
moment-based painterly rendering algorithm. In particular, our algorithm
employs the line integral convolution technique to construct the curved
brush strokes. We also adopt a statistics method so that it is possible to
automatically vary the stroke sizes corresponding to the local details in the
image. In addition, we make use of the image segmentation technique to
detect the edges in the contents of the image, ensuring the stroke not to
across the boundaries of the objects. Finally, our algorithm adopts the
Gaussian filter and considers the effect of canvas, demonstrating rendered
images with more visual appealing features. Images thus rendered illus-
trate painterly rendering styles with curved strokes, versatile stroke sizes,

and better visual appearance than our counterparts.

Keywords: Image Moment, Line Integral Convolution, Curved Brush

Strokes, Painterly Rendering, Edge Detection
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Piezoelectric Transformer
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Abstract

A novel single-stage backlight inverter constituted by class E topol-
ogy for simplifying the circuit structure and promoting the system effi-
ciency is proposed in this paper. Moreover, in order to overcome the
drawbacks of the conventional electromagnetic transformer and miniatur-
ize the backlight module, the piezoelectric transformer (PT) is adopted for
driving the cold cathode fluorescent lamp. A simple model and design
procedure are constructed by reasonable parameter simplification and
combination schemes. Complete analysis and design considerations are
discussed in detail. Experimental results agree with the theoretical predic-

tion.

Keywords: backlight, resonant inverter, CCFL, LCD, piezoelectric Trans-

former
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I. INTRODUCTION

Due to the popularity of information apparatus, the requirements for thin and flat display
panels are increasing drastically to replace conventional CRT displays used in many products
with different panel sizes. The backlight module is a crucial component for driving light
source in flat display panel (FDP) technologies, and its performance will influence the dis-
play quality of FDP. At present, there are two major backlight sources available, one is white
LED, and the other is cold cathode fluorescent lamp (CCFL). Because of the high cost and
small lighting area, the white LED is usually used in small-sized devices, such as PDA, GPS,
and portable instruments. The CCFL is normally suitable for the larger display panels. The
LCD combined with CCFL satisfies the increasing demand on display performance, size, and
efficiency [1]. In the past, the conventional electromagnetic transformers were generally
adopted in the backlight module design to boost output voltage for driving CCFL. However,
the conventional transformer will cause the magnetic hysteresis loss and electromagnetic in-
terference (EMI) and thus decrease the efficiency of energy conversion. In 1956, Rosen pre-
sented the direct and converse piezoelectric effect of piezoelectric components as the mecha-
nism of mechanical and electrical energy interchange, which provides high conversion effi-
ciency by transferring electrical energy via the polarized and mechanical vibration medium.
Therefore, piezoelectric components can be employed in promoting and demoting power
voltages as well. As a sinusoidal alternating voltage with frequency close to the resonant fre-
quency is applied to the input terminal of a piezoelectric component, because the converse
piezoelectric effect causes the piezoelectric component to yield the mechanical strain reso-
nance and then the direct piezoelectric effect causes stress deformation of the resonance, the
mechanical energy is transformed to electrical energy and outputted from the piezoelectric
component, and hence the voltage transformation is achieved [3, 6]. Since PT can sustain its
inherent high voltage gain while matching high impedance load with optimal efficiency, it is
applicable to driving high-voltage high-impedance lamps, such as CCFL. In addition, PT pos-
sesses many advantages, namely, compact size, high efficiency, low power losses and free of
EMI. Moreover, PT not only can provide high voltage gain but also is easy to realize the
miniature design of FDP, in which the backlight module is joined with PT [5-6]. Section II
depicts and analyzes the main circuit configuration employed in this paper. Section III intro-

duces the model integration of class E resonant inverter with piezoelectric transformer. Sec-



tion 1V discusses the design considerations and demonstrates the experimental results. Finally,

Section V is conclusions.

II. ANALYSIS OF CLASS E RESONANT INVERTER

Fig. 1 shows the basic configuration of class E resonant inverter, which consists of
choke inductor L,, a power switch S, a shunt capacitor C,, and a L,-C,-R, series—resonant
circuit. The following assumptions are essential to simplify the analysis procedures: 1) The
power switch and diode are both ideal. 2) The choke inductor is high enough so that its ac
component is much lower than the dc component of the input current. 3) The quality factor

Q. of the L,-C-R; series—resonant circuit is high enough so that the current 7 through the

o
!

Fig. 1. Basic circuit scheme of class E converter

resonant circuit is sinusoidal.

Fig. 2 depicts the equivalent circuits of class E resonant inverter. When the switch is on
as Fig. 2a, the resonant circuit consists of Ly, C; and R, because C, is short-circuited by the

switch. Hence, the resonant frequency £, is obtained as follows:

1
T 1
ST ey w

However, when the switch is off as Fig. 2b, the resonant circuit consists of C,, L,, C, and

R connected in series. The resonant frequency f,; can be expressed as below

1
— 2
z ZHJLNCJC, NC, +C)) @

From the preceding statement, £, is lower than f£,,, i.e., fo; < fis. In general, the operating

frequency fis selected between f;, and f, to acquire an approximate sinusoidal load current, i.e.

Jor <f <fo2 3)
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Fig. 3. Equivalent circuit of Class E resonant inverter

For f > f;;, the series-resonant circuit represents an inductive load shown as Fig. 3,
where L, can be divided into L, and Ly. Assuming that the resonant frequency formed with L,

and C; is equal to the operating frequency £, that is

0 =—— 4
ic (4)
The quality factor Q. is

b

)
R, R oCR, R

L L

; :a)(L0+L,,): 1 +a)L

Then the resonant current i, which through the resonant circuit, can be represented as si-
nusoidal form.

i=I,sin(ax + ¢) (6)

where 1, and ¢ are amplitude and phase angle of the resonant current i, respectively.
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Therefore, the currents in switch S and shunt capacitor C; can be expressed as
iy +tig=1-i=1-1sin(ax+ ¢) (7)

For the time interval 0<a¥<27D, the switch is on and therefore i.;=0. Oppositely, for the
time interval 2nD <ax<2m, the switch is off, which implies that i;=0. Hence, the current

throughghe shunt capacitor C, is given by

o 0 for 0 <ot 27D
I -1, sin(wrt + ¢) for 27D <t <27 (8)

The voltage across the shunt capacitor C; and the switch is found as

1
v.=—-| i d(at
r = Ll )

9
0 for 0 < ax < 27D ©)

= a)CL{](w[ -2aD) + I [cos(ax + @) —cos(27zD + ¢)]} For il «.af <07

In optimum operation [12], substituting the boundary condition v,=0 at ex=27 into (9)

yields the amplitude of resonant current

_ 2z(1-D) (10)
cos(27zD + ¢) — cos¢

Substitution of (10) into (8) and (9), we can obtain i, and v, as follows:

; 0 for O<awt<27D
i 1—2E(1_D)Sm(mt+¢) for 272D <t <27 (11
cos(27D + ) —cos ¢
0 for 0 < wt < 27D

27(1 — D)[cos(ewt + @) — cos(27D + ¢)]
cos(2zD + @) —cos¢

v, = %{a)t#27d)+ H for27rD<a)tS27r(12)

Rearranging (12), the input voltage Vp is

1 [ vty I {(]—D)[:'r(l—D)cos;er+sinfrD]} (13)

V,=— ;
P g A wC tan(zD + ¢)sin D
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Substituting the boundary condition for optimum operation [12], dv/d(w)=0 at &=2n
into (13) yields the relationship between phase ¢ and duty cycle D.

(14)

p=r+ arctan{ ool e }

27(1— D) +sin27zD

Since the resonant current i can be regarded as sinusoidal form, the fundamental compo-

nent of v, at operating frequency is

v =V, sin(ot + @)+ V,, cos(awr + ¢$) (15)

Combing V. in (15) with (12) by Fourier formula yields

| T 2sin zZDsin(zD +

Ve, = ~ Lﬂ v sin(awt + ¢)d(wt) = — ol —(D) $) - (16)
And combing ¥, in (15) with (13) by Fourier formula yields

V,=aoll = % [ v, cos(ert + g)d(a)

_1-2(- DY r* =2cosgcos(2zD + ¢)[cos2aD — (1 - D)son2zD] v di)
2(1— D) cos(zD + @)[(1 - D)z cos zD + sin zD] 2

Combing (10), (13) and (16) yields

£ 2sin 7D cos(zD + @)sin(zD + ¢)[(1 = D)z cos zD + sin zD] (18)

‘ 7'(1 - D)wR,

By combing (10), (13), (17) and (18) yields

oL,

y _ 2l- DY'm* —1+2cos¢cos(2aD + @) — cos 2(zD + ¢)[cos 22D — 7 (1 - D)sin 27D] (19)
R

4sin zD cos(zD + ¢)sin(zD + ¢)[(1 — D)z cos xD +sin 7D]

7

Assuming that the main circuit operates in optimum operation, that is, duty cycle D=0.5
[12]. one can obtain the phase $=147.52° from (14). Substituting above-mentioned parame-
ters into (18) and (19), then (18) can be simplified as

8

TR Ak, s
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And (19) is rearranged as

o, _n(r’-4) @
R 16
From (5) and (21), we can derive C; as follows:
C.= : (22)
i n(z’ —4)
oR -
==
The resonant inductor L, is calculated from (5).
L. = QR (23)

@

III. MODEL INTEGRATION OF CLASS E INVERTER WITH
PIEZOELECTRIC TRANSFORMER

A Rosen type PT, as shown in Fig. 4, is composed of two poled piezo-ceramic plates
with equal cross-sections, or a single piezo-ceramic plate with both ends poled separately.
Moreover, PT is based on the use of both piezoelectric effects, in which an applied electric
energy is transformed into mechanical vibrations and then these vibrations are transformed
back into electric energy [13]. In other words, the input terminals are supplied with an alter-
nating electric field that produces a time varying strain in the ceramic material. Then this
strain is electromechanically coupled along the length of the plate, and induced a polarization
field between the two output terminals [14]. In this paper, PT is employed to integrate class E
resonant inverter for simplifying the circuit structure and promoting the system efficiency.
Fig. 5 shows the employed class E resonant inverter, which incorporates a piezoelectric trans-
former, for driving CCFL. When the operating frequency of the circuit is close to the resonant
frequency of the employed inverter, the harmonics and DC component of the current flowing
in the circuit will be filtered out due to the high quality factor QL of the main circuit [3-4].
Therefore, sinusoidal voltage and current can be produced to start and drive CCFL. Fig. 5a il-
lustrates the equivalent main circuit of Fig. 1 in steady state, in which a PT equivalent model,

external resonant components, and a secondary reflected impedance are included to form a
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piezoelectric ceramics

7 / +
s/ #
%44 | —>
| TS W -
polarization

Fig. 4. Schematic of Rosen type piezoelectric transformer

resonant tank [1, 8]. The secondary reflected impedance comprises lamp impedance and
parasitic capacitance. The mathematical models of derived circuits presented in [4-5] are too
complicated due to numerous internal equivalent parameters of PT. Therefore, reasonable pa-
rameter simplification and combination schemes are utilized to decide the desired parameters
of circuit components and to derive a simple mathematical model. To simplify the circuit
model, the parasitic capacitance is neglected and the CCFL is replaced by RCCFL. The sec-
ondary components of PT are converted equivalently to the primary ones of PT and the resul-
tant circuit is shown in Fig. 5b. When PT is operating in its resonant frequency, R, L, and C
elements in the circuit model are considered as short-circuited due to the voltages of inductor
L and capacitor C having the same magnitudes but opposite polarities. Thus, we can further
simplify the circuit to be equivalent to a resonant circuit structure as shown in Fig. 5c. Fig. 5d

illustrates the reduction circuit model, where
Cx = Co1 + N°Cy» (24)

Fig. 5d also can be converted into Figs. Se or 5f by circuit transformation technique.

From the (24), Rccr and N in Fig. 5c, the equivalent load R is found as
R

CCFL.

B N (25)

1 3 ( 'R(’(‘FI_ / XCK J
NZ
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U}

Fig. 5. (a) Equivalent circuit model of class E resonant inverter with PT, (b) equivalent circuit of 5a, (c)
simplified circuit of 5b, (d) simplified circuit of 5c, (e) simplified circuit of 5d . (f) simplified circuit
of Se.

Substituting Ry into (20), (22) and (23), we can acquire C,, C, and L,, respectively.
From Figs. 5d and Se, the impedance of Cy, can be expressed as

X, = (26)

() B)
N <
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Owing to the Cg, can be expressed as

1
s = 27
= (27)

K2
Hence, the equivalent capacitor C; can be calculated from Figs. 5e and 5f.

= RY S (28)
C #l

Therefore, the resonant capacitor is obtained from (28) as follows:

v _ Lo, | (29)
-G, -C,

The quality factor Q is an important parameter to determine the resonant components in
this paper. The reasonable value of Q, will be decided in the following discussion. First, due
to C,> 0 in (29), the equivalent capacitor Cy; should higher than C,. Substituting Cx, and Ry
into (22) yield Qy a, which is the lower boundary value.

0, = le +1.1525 (30)

L~ K2

Moreover, quality factor Qp will also directly affect the resonant components L, and Ci.

Hence, we can define a parameter y by combing (22) and (23) as follows:

1 —1.1525
y=a -G G1)
LxCsw 0,

The relationship of y and Q. can be depicted by Matlab simulation.

From Fig. 6, it is noted that y seems unaffected by Q; when y>0.9, in other words, y is
almost at saturation state, However, it is apparent that y is susceptible to Q; when y<0.9. Then
we can set the corresponding value of quality factor (Qug) at y=0.9 as the higher boundary

value. Therefore, we can acquire a reasonable range of quality factor, that is, QLa<QL<Q_s.
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Fig. 6. Relationship of y and Q.

IV. DESIGN CONSIDERATION AND EXPERIMENT RESULTS

CCFL, which is characterized by its length, diameter, and structure, is inherently a
nonlinear load and hence will influence the design of driving circuit. In general, the best lamp
current for driving CCFL is sinusoidal, i.e., its crest factor near 1.414, which dose not only
reduce EMI but also raises efficiency [1]. Although other wave shapes may provide higher
luminance, nevertheless the lamp life will be shortened [10]. Additionally, the conventional
electromagnetic transformer has not only bulky volume, which is not adequate for designing
thin and flat display panel, but also causes magnetic hysteresis and electromagnetic interfer-
ence, which decrease the efficiency of energy conversion [8]. Therefore, a PT is employed to
overcome the preceding disadvantages. Moreover, PT possesses high efficiency, high gain of
conversion performance and low power dissipation [5, 6, 8, 11]. The PT utilized in the paper
is EFTU14R0MO02, which has rated power of 4W, resonant frequency of 57 kHz, input volt-
age of 22 V usmax» input current of 500 mAmgmax), output voltage of 820 V nsmay, output cur-
rent of 7 MA msmax), and operating temperature range of -10°C~60°C. The CCFL used is FL-
30266AE, which has rated power of 3.4 W, operating voltage v, of 620 V,, operating current
i, of 5+1 mA, and starting voltage vg,, of 930 V.. The operating frequency of CCFL is gen-
erally within the range of 20~80 kHz. In this paper, we select the operating frequency £, of 57
kHz and input voltage Vp= 12Vpc. The most important parameters in the proposed circuit
structure are the internal equivalent impedance R, of PT as well as resonant components C,,
L,, C, of class E resonant inverter. The design considerations and steps of these parameters

are discussed below
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1) Measuring the parameters of the equivalent' PT model

Fig. 7 Equivalent internal model of PT.

Fig. 7 shows the equivalent circuit model of PT operating in its resonant frequency. The
parameters of the employed PT are measured with an impedance analyzer HP-4194A. The re-
lated parameter values measured are shown below

Co = 99.66 nF L=1.22mH C=6.21nF

R=126Q Co2=9.09 pF N =55
2) Calculating proper values of Ry and Cy;

In steady state, the lamp voltage and lamp current employed in this paper are 620 v,
and 5 mA,,, respectively. Hence, the equivalent lamp impedance is Recpr= 620Vimg/ SMA s
=124 kQ. In addition, /= 57kHz is a better operating frequency of the employed PT under
room temperature. According to (24)-(27) and above-mentioned parameters, we can obtain
R;=9.17 Q, and Cx,=163.5 nF.

3) Estimating the quality factor O and C, :

From (30) and Cg, estimated in previous step, we can obtain the lower boundary value
QL4=3.0148. According to the previous statement, the higher boundary value Q,3=11.525 is
found by substituting y=0.9 into (31). Therefore, the reasonable value of Q. is in the range of
3.0148< Q. <11.525, we choose Q=8 in the practical design. Substituting R; and Q. into (22)
yields C;=45.8 nF.

4) Determining parameters of resonant circuit

Substituting Qp, C,, RL and parameters of PT into (20), (23) and (29), we can calculate
the shunt capacitor C;=55.9 nF (use 57 nF), the resonant components L,=204.8 uH (use 201
pnH) and C,=61 nF (use 68 nF), respectively. All the estimated parameters are substituted into
(1) and (2) to yields f;,;=52.72 kHz and f;,=71.11 kHz. Hence, the operating frequency /=57

kHz employed in this paper is satisfied the requirement of (3).
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Fig. 8 demonstrates the measured waveforms of gating signal v,, and the switch voltage
vys under ideal operating mode (D=0.5) with zero voltage switching (ZVS) [12]. Fig. 9 shows
the measured waveforms of switch current i; and the shunt capacitor current i,;, which forms
an approximate sinusoidal current to drive the load. The choke inductor current 7 and resonant
current / are illustrated in Fig. 10, the measured phase difference is $=139° , which is close
to the derived phase difference $=147.52° , with error of 8° (below 6%). From the experi-
mental results, the measured waveforms of the input current of PT and lamp current iccg are

both sinusoidal type as shown in Fig. 11.

JeGND

e
i3
o
i

COUNIE. TP . R, o B B

Fig. 8. Measured waveforms of v,,, v,, (Ver: 5V/div for Vs Ver: 10V/div for v,; Hor: dps/div)

T en

. 9 . 13 o AN
et L
: fdy 74

i
i

Fig. 9. Measured waveforms of v,,, i.and i.; (Ver: 5V/div for Vs 1A/div for i; Ver: 500mA/div for i ;; Hor:
4pus/div)
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V. CONCLUSIONS

In this paper, a class E resonant inverter is incorporated with a piezoelectric transformer
to drive the cold-cathode fluorescent lamp with zero voltage switching. The model integration
and simplification are both adopted to derive the optimal parameters of backlight system, so
as to promote the system efficiency and stability. In addition, the overall volume is reduced
and thin-shaped to miniature the backlight module. The overall system efficiencies are all

above 91% in all test conditions.

P 15 i i, i :

Fig. 10. Measured waveforms of inductor current I and resonant current § (Ver: 100mA/div for [ Ver:
500mA/div for i ; Hor: 4ps/div)

N —CND

Fig. 11. Measured waveforms of input current of piezoelectric transformer /pr and lamp current iccr (Ver:
1A/div for ipy + Ver: SmA/div for iccpy, + Hor: 4us/div)
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Abstract

This paper presents results of application of wavelet methods to the
galactic central regions. Most of the nearby galaxies are found to have a
gas-dust disk in the central regions. However, the details structures of the
disk are often obscured by the background luminous star lights. Wavelet
methods can extract these hidden structures from the observed data.
Atrous wavelet method is simple and extremely useful for such purpose.
We analyze the NICMOS and WFPC (WFPC2) data from HST for certain
disk galaxies. The results show that some major spiral arms outside can go
all the way into the central regions (eg. NGC 5383, NGC 4321) and some
galaxies have bars in the nuclear center (eg. NGC 1068, NGC 1097).
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These results are important for us to understand the starburst and AGN

phenomena.

Keywords: wavelet, atrous algorithm, galaxy, spiral, bar, ring

1. INTRODUCTION

Recent high-resolution observations of galactic central region in disk galaxies have re-
vealed nuclear structures on scales of a few hundred parsecs. Most of the nearby galaxies are
found to have a central gas-dust disk. These nuclear structures could be bars, spirals and rings.
However, they are often obscured by the background luminous star lights. People have tried
different methods to extract these hidden structures from central regions, for instance, by un-
shape mask [Malin, 1977], and NIR color index images [Knapen 1995b]. In this paper, we
use wavelet methods to analyze data for galaxies NGC 5383, NGC 1097, NGC 1068 and
NGC 4321.

Density wave theory developed by Lin & Shu [Lin & Shu, 1964] has successfully ex-
plained the spiral structure in disk galaxies. We will employ this theory to explain the de-
tected structures in the galactic center. The shapes of nuclear spirals can be inferred from the
density wave theory. We show easily that these spirals are waves, since material arms in disk
galaxies cannot last after many rotations due to the differential rotation in the disk. Any mate-
rial arms would be quickly sheared and become tightly wound with the pitch angle tending to
zero, and no steady state can be achieved.

Our studies focus on probing the galactic central regions with the help of wavelet
methods. The atrous wavelet method is simple and extremely useful. We analyze the
NICMOS and WFPC (WFPC2) data from HST for a few nearby disk galaxies. The results
show that some major spiral arms can go deep into the central regions (eg. NGC 5383, NGC
4321) and others have bar structure (eg. NGC 1068, NGC 1097).

2. WAVELET METHODS

Wavelet has been developed in the past thirty years and it is applied on many fields in

the past few years. At first it was only used in limited fields for special purposes: engineering
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(subband coding), physics (coherent states, renormalization group), and pure mathematics
(study of Calderon-Zygmund operators). In recent years, wavelet methods have carved out a
practical niche and had a tremendous impact on signal and image processing, multi-fractal
analysis, statistics, etc[Bacry et al,1993; Papoulis 1991].

It is important to point out that wavelet methods can be applied on analyzing image be-
cause they provide a multi-scale analysis [Daubechies 1992]. A signal u, which is the infor-
mation at the finest scale 0 can be decomposed into the coarsest averaging data u, plus vari-
ous differencing data w,, where j=1,...,J, at various scales. The above process is called
wavelet transformation and it can be achieved by Daubechies’ orthogonal wavelets (Daub)
[Daubechies 1988], Choen-Daubechies-Feauveau wavelets (CDF) [Cohen et al 1992, Daube-
chies 1992], Chui-Wang wavelets (CW) [Chui 1992], difference wavelet (DW) [Chern & Yen
2002] or atrous algorithm. For data compression (reducing size of images but preserving the
quality to make no difference between the original and reduced one), Daub, CDF, CW and
DW will be good candidates. For imaging analysis, significant feature appears at certain scale
that the atrous wavelet is better choice than others in our experience.

Wavelet methods allow us to decompose any image into its constituent parts based on
their size scales. Some of the most important advantages are (1) the ability to remove
smoother structures which are more intense and which therefore obscure the underlying
smaller scale features, (2) the ability to detect sharp boundaries which will define interfaces
between structures so that it can be used for recognition purposes in different images, and (3)
the ability to enhance contrast by suppressing or removing various wavelet components. The
following experiment shows the fact that wavelet is useful to detect the structures of galactic

central regions.

L

Fig. 1. The above images from left to right are background, true signal and noise, respectively. Their
magnitudes are of the ratio 100:10:1. They are correspondent to background luminous star lights,
structure of galactic central regions and noise.
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Those images in Fig. 1 from left to right are background, true signal and noise, respec-
tively. Their magnitudes are of the ratio 100:10:1. They are correspondent to background
luminous star lights, structure of galactic central regions and noise. All of these three
images are combined into the left-hand-side image of Fig. 2. The true signal is unclear due to
the strong background sources. The right-hand-side image of Fig. 2 revealed its structure by
employing wavelet method to extract the true signals. Among many wavelets, the atrous algo-

rithm is better than others. For the reason of completion, the atrous algorithm is given by

I, =ORIGIN IMAGE
X ¥y
e g
wo=I -1, k=l

IL‘ = ]i'-l *&(

where B, is the cubic B -spline function and we call w, the k th-wavelet plane. In short,

the information between level k th and m th wavelet planes helps us to analyze the signal

(observed data).

Fig. 2. These images demonstrate the useful wavelet methods. Wavelets can extract the hidden structure
from a real signal coupled with strong background sources. The left image is the test signal
(observed data) and the right image has been detected by wavelet methods and the structures are

revealed.

3. RESULTS

We present our results in two categories: one for galaxies with a major bar and one

without a major bar.
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3.1 Galaxies with major bar

3.1.1 NGC 5383

NGC 5383 is a barred spiral galaxy of type SBb in the constellation Canes Venatici. This
galaxy has a bright nucleus and weak arms. The coarsest resolutoin (i.e., ground-based image)
can produce artifacts that resemble bars or rings. Preliminary analysis of the rotation curve
according to the BIMA observations (Sheth et al 2000) suggests that NGC 5383 has an inner
inner Lindblad resonance (IILR). Sheth et al (2000) use unsharp-mask method on HST-
NICMOS image and reveal a pair of trailing spirals in the very center but not a bar. This
result overthrows their previous suggestion. The HST-NICMOS observation by Sheth et all
(2000) show two phenomena: (1) The main bar dust lane can be seen in absorption as it
travels inward the nucleus. (2) Collection of star formation regions is at the north-northwest
of the relatively smooth nucleus. They also ¢laim that a pair of trailing spirals which starts
from the main northwestern dust lane winds its way down to an unresolved core. In their
observation, there is no evidence of a nuclear bar. The result in Fig. 3 by wavelet method has
confirmed the unsharp mask work of Sheth et al. Both methods are applied on HST-NICMOS
data. The conclusion is that a pair of trailing spirals connects to dust lanes at one end and the

other end goes all the way into the central region.

NGC5383—-1-1 T T T r 10

Y {aresac)

% (arcsec)
Fig. 3. These images demonstrate that a pair of trailing spirals connects to dust lanes at one end and the
other end goes all the way into the central region in different wavelet planes, 1-1 and 1-2.

3.1.2 NGC 1097
Classified as a SB-type active galaxy, NGC 1097 has been the target of extensive multi-

wavelength studies. This galaxy consists of a mini nuclear bar and star formation ring which
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is actually two tightly wound trailing spiral arms. The mini bar is almost perpendicular to the
primary bar and is of size approximately to the diameter of the ring (Quillen et al., 1995). In-
triguingly, the role of the mini bar is to drive spirals.

The most remarkable feature is the bright, almost circular star formation (SF) ring (di-
ameter =~ 18 =1.6 kpc), which is typical for the nuclear rings surrounding galactic nuclei
(Kotilainen et al. 2000). In the near IR observations, the ring can be resolved into tightly
wound spiral arms (Forbes et al., 1992). The clumpy morphology that varies strongly with
wavelength is due to a combination of extinction, emission from host dust and red super-
giants, and the age of the stellar population in the rings (Kotilainen et al. 2000). In the result
of wavelet methods as shown in Fig. 4, this star formation ring is actually a pair of spiral
arms extending all the way to the center. These two spiral arms are trailing, tightly wound,

and clumpy.

HOC1097=1=5
T

3 0 -12 0
X tarceec) 7 (areswe)

Fig. 4. In the result of wavelet methods, this star formation ring is actually a pair of spiral arms extending
all the way to the center. These two spiral arms ar¢ trailing, tightly wound, and clumpy.

3.2 Galaxies without major bar

3.2.1 NGC 1068

Being the nearest Seyfert galaxy, NGC 1068 (M77) is one of the so-called Seyfert 2 gal-
axy which have broad and strong radio sources in the galaxy’s inner regions. The detailed
structures do not come visible with large telescopes. Morphologically it is classified as a Sab-
type galaxy but it is more often considered as a barred galaxy. Although originally classified
as a Seyfert 2 galaxy based on its direct-path, NGC 1068 may have a hidden Seyfert 1 nu-

cleus. From the recent observations, most of the '>CO(2-1) emission is in two spiral arms
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with diameter~ 40 . A stellar bar of diamenter= 20 is seen in the inner NIR, which ends join
the spiral arms in the molecular gas (Schinnerer et al., 2000).

The wavelet technique on the HST-NICMOS reveals that in the central region, there are
two spiral arms with a diameter of =~ 40 (Schinnerer et al., 2000). They are consistent with
the CO observation and there is a bar structure (the right-hand-size image of Fig. 5) which is
connected to two spiral arms at nearly 90 degree. The WFPC data (the left-hand-size image of

Fig. 5) shows a more complex bar-spiral structure in the central region.

NGCIOBS—t—4 NGT10867-0/23—1-5+1.5974
v T pore e

1 \\ g E ~30 L 1 L £ 1
-~ 3 % -0 .
~mg L Nt L L Lz » =2 L 1 2. =
12 ko
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-3 -20 (E] 20

2
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Fig. 5. The left image corresponds to wavelet plane 1-4 shows the two arms spiral structure. The right
image corresponds to wavelet plane 1-5 demonstrates the bar in large scale.

3.22 NGC 4321

NGC 4321 (M100) is a two-armed grand design spiral galaxy in the Virgo Cluster, clas-
sified as a SAB(s)bc type galaxy with a bar in size ~ 60  bar (Knapen et al, 1995a). As a
grand-design spiral structure, its gas in the spiral arms contributes significantly to star forma-
tion and its inner region has been extensively studied at several wavelengths. It was claimed
by Knapen (1995a, 1995b) that the central regions have four arms spiral structure and they
are leading, but the leading spirals do not appear in wavelet methods. A nuclear bar almost
perfectly aligns with the large-scale bar and occupies the region inside the ring. Furthermore,
the morphological features in the 2.2 g image reveals an inner bar aligned with the 5 kpc
stellar bar and a pair of leading arms emerging from its ends (Knapen et al., 1995b). The
large-scale trailing shocks represent the offset dust lanes in the bar.

A late-type barred galaxy with a prominent nuclear ring of star formation is claimed to

lie in the vicinity of the ILR(s) (Pierce, 1986; Arsenault et al., 1988), and two armed molecu-
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lar spiral arms starting at the ends of the 1.3 kpc long nuclear stellar bar have been in the NIR
images (Sakamoto et al., 1995). Optically, the light is dominated by two spiral arms in a cen-
tral zone of enhanced star formation (Knapen et al., 1995b). This nuclear starburst is induced
and maintained by a global bar-driven density wave (Shlosman et al., 1989; Yuan & Kuo,
1998). However, the results in Fig. 6 by wavelet method demonstrate that (1) there seems to
have a small bar in the center that drives two spiral arms into the center. (2) The dust spiral
pattern shown in R-band is consistent with CO observation (Sakamoto et al., 1995) , and (3)

there are no leading spirals as claimed by Knapen (1995a).

Ep—)

¥ foenawa)

Fig. 6. The left image is the original observed data. The middle image is detected by wavelet plan 1-5 and
shows that there is a small bar which drives two spiral arms into the center. The right image is also
detected by the wavelet plane 1-5 but it detects the dust spiral pattern which is consistent with CO
observation.

4. CONCLUSIONS AND DISCUSSIONS

We have shown that the wavelet technique provides a powerful means to probe the cen-
tral structure of galaxies. The results of detections of certain galaxies, NGC 5383, NGC 1097,
NGC 1068 and NGC 4321, show us that spiral pattern can be traced all the way to the nu-
cleus and galaxies which could have a mini-bar in the central region.

The other wavelets, for instance, CDF, CW and DF have been also used to detect the ga-
lactic central region. Clump and fluctuation appear in the processed images. Therefore, we
suggest that the atrous algorithm is the best for such purpose. Besides, the targets near the
boundary of image require boundary wavelet approach. It should improve the detections.

More results on galaxies would be required before the construction of a model. Further-
more, numerical approach is also useful to understand the dynamics of galaxies. This ap-

proach could also help us understand the observations better.
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