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Abstract

One hundred and fifty undergraduate students took part in group discussions
regarding their subjective experiences of leisure. A combined qualitative and
quantitative analysis revealed that (1) functionality, autonomy, and contrast with
work were major components for defining leisure; (2) relaxation, enjoying life,
self-growth, filling the time, social interaction, and health promotion were
motivations for leisure; (3) biopsychological factors, activity itself, interpersonal
factors, time, economy, and facility were both facilitators of and barriers to leisure;
(4) relaxation, self-growth. enjoying life, social interaction, health promotion, filling

the time, and costs were the actual the consequences of leisure.

Key words: meaning of leisure, leisure motivation, facilitators of leisure, barriers to

leisure, consequences of leisure

*Corresponding author. Tel.: +886-2-29031111 ext. 3812; fax: +886-2-29010171
E-mail address: luolugmails. fju.edu.tw (Dr. Luo Lu)




: Experiencing leisure: The case of Chinese university students

Experiencing leisure: The case of Chinese university students

Leisure is a very important topic, for many reasons. For instance, many people
find their leisure more satisfying than their work; leisure can be a major source of
pleasure and sense of achievement; we are having more leisure time than ever in the
human history; however, many people who have a lot of spare time fail to find
satisfying forms of leisure. Leisure has not really been accepted as a recognized field
of psychological research, though there has been work on certain types of leisure,
such as sports, musical activities, religious activities and watching TV. Research on
leisure with Chinese people is even more in the rarity. Perhaps until very recently,
leisure has never been accorded a significant status in the life of Chinese people
either in a traditional subsistence economy or during the stage of economic take-off.
However, things are changing. With relative material abundance and shrinking
working hours, the vast population of the Chinese people is paying increasing
interest in high quality and wide variety of leisure activities. Thus, understanding the
subjective experiences of leisure will not only help to answer some interesting issues
for psychology but also contribute ultimately to better leisure policies and practices.
In the present paper, we will rely on qualitative data collected from Chinese
university students in Taiwan to inform us on perceived meaning of leisure, personal
motivations, facilitators of and barriers to leisure, as well as received effects of
leisure, We concede that this effort is just a start, but a significant start in the bare

field of the Chinese psychological study of leisure.

The meaning of leisure

In the Western literature, there has been a lot of learned discussion about the
definition of leisure. Leisure has often been defined as time left over from work, and
understood as activities contrasted with work. However, leisure is obviously not the
entirety of free time, as Neulinger (1981) found that people regarded only one-third
of their free time as leisure. Furthermore, unemployed people don’t experience their
free time as leisure, rather as “embarrassment” (Glyptis, 1989). The difference
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between leisure and work is very subtle. For some people, the line between leisure
and work is impossible to draw, for instance academics and artists, and some
businessmen who carry on the public relation activities off-time. It seems that the
only reliable difference is that leisure is not paid.

Recognizing the subjective element of leisure, other scholars have attempted to
define leisure as a unique personal state of mind, or an evaluation of an activity
(deGrazia, 1962). Emphasizing perceived freedom and internal motivation,
Iso-Ahola (1976, 1997) asserted that leisure can only been subjectively defined and
personally recognized. Encompassing the above discussion, Argyle and Lu (1992)
proposed a comprehensive definition of leisure as “what people choose to do in their
spare time, for its own sake, because it is enjoyable, or felt to be intrinsically
worthwhile, but not for any external reward” (p.5). However, there are unresolved
issues lingering still. For instance, do people really have the freedom to choose
leisure activities and actually engage in them? In other words, are there facilitators of
and barriers to leisure? Which aspect of leisure is most emphasized in people’s
perception of its meaning? Our present study was designed to offer some answers to

these questions.

Leisure motivation

This is an important aspect of the study of leisure because it can partially
explain why people engage in leisure activities, or particular types of leisure
activities. Examining leisure motivation can also inform the psychological study of
motivation in general. especially intrinsic motivations. In a study with Australian
adults, Kabanoff (1982) listed ten leisure motivations: autonomy, relaxation, family
activity, escape from routine, social interaction. stimulation, skill utilization, health.
self-esteem, challenge/competition, and leadership/social power.

For more serious forms of leisure, such as rock climbing and sky diving. where
carousal efforts, long-term devotion and physical extremity are often involved,
intrinsic motivations are most prominent. Csikzentmihalyi (1975) interviewed 173

individuals who engaged in serious leisure activities, and found that the reasons were:
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enjoyment of the experience and use of skills; the activity itself—the pattern, the
action, the world it provides; development of personal skills. Csikzentmihalyi
regarded these as the main sources of intrinsic motivation, though other reasons were
mentioned too—friendship and relaxation, risk and chance, problem solving,
competition and creativity. For devoted viewers, watching “soap opera” is arguably a
serious leisure. Livingstone (1988) found that reported motivations of committed
viewers were quite varied: entertainment and escapism, realism, characters as
extension of real-world social networks, as an educational medium, as part of daily
life, and emotional experience. In a rare study of the idolatry phenomenon, Ju and Lu
(2000) found that young Chinese fans of popular music engaged in idolatry behavior
for reasons of self-presentation, social learning, vicarious satisfaction, emotional
expression, and nostalgic memory.

To sum, social motivation, physical excitement, and social learning seem to be
the most important elements of intrinsic motivation for those who engage in serious
committed leisure. However, in mundane and trivial daily leisure activities such as
watching TV (non-serious viewers of particular programs) and singing in KTV,
simple relaxation and casual interaction may be more prominent motivations for a
much wider section of the population. It may be more so for the Chinese people, as
they are yet to fully recognize the value of leisure (Chen, 1989), and many have no
committed forms of leisure (Chen, 1997). Thus, we hoped to delineate general leisure

motivation of the Chinese students with their own accounts.

Facilitators of and barriers to leisure

Facilitators of leisure are usually conceived as the opposite of barriers to it and
most extant research focus on the latter. Kay and Jackson (1991) noted money and
time as the two most significant constraints of leisure. Later Jackson (1993)
identified six dimensions of barriers among a large community sample: social
isolation, accessibility, personal reasons, costs, time, and facilities. Furthermore,
Alexandris and Carroll (1997) found that perceived barriers to leisure were indeed

related to reduced engagement in leisure.
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There has been relatively more research on this topic with the Chinese
population. For instance, Chang (1998) found that university students reported
intrapersonal, interpersonal as well as structural barriers to leisure. Li (1997) noted
family responsibility, lack of facilities, and lack of companions as the three major
barriers to leisure for urban women.

It seems that various factors may be perceived as barriers to leisure, including
money, time, resources and accessibility, ability, conflicts with family and work.
However, the relative importance of these factors may vary for different people, and
it would be interesting to reveal the specific list for young students. It would also be
interesting to empirically test the implicit assumption that facilitators of leisure are

the opposite of barriers and to uncover possible distinct facilitators or barriers.

Consequences of leisure

If leisure were what people truly and freely choose to do, then it would be very
odd if they didn’t enjoy it. However, if we allow people to define the “leisure” as
they will, then it is possible to enquire whether it does in fact produce positive effects,
or even negative effects at time.

Leisure satisfaction and happiness are perhaps the most direct indicators of
leisure effects. Andrew and Withey’s (1976) early US survey showed that most
people (43%) were pleased or delighted with their leisure, and only a small minority
(8.5%) was dissatisfied. However, different leisure activities may generate different
levels of satisfaction. Lu and Argyle (1994) found that people reported greater leisure
satisfaction and happiness when they had a serious, committed, and constructive
leisure activity. They experienced their leisure as more stressful, challenging and
absorbing, but more under control. In contrast, less serious leisure activities, such as
TV watching, have been found to produce less positive effects. Lu and Argyle (1993)
noted that people who watch a lot of TV were bored more often, had lower leisure
satisfaction, and less happy. Nonetheless, the same study also found that regular
“soap opera” watchers were more satisfied with their leisure and happier, perhaps

because this activity has some elements of a serious leisure.
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In addition to satisfaction and happiness, leisure has been found beneficial for
mental health, perhaps through its stress buffering effects (Coleman & Iso-Ahola,
1993). Social integration, companionship, and social support are most pronounced
effects of leisure (Argyle & Lu, 1992) and beneficial to mental health. Needless to
say, some forms of leisure, such as sports, can greatly enhance physical health
(Wannamethee, Shaper & Macfarlane. 1993). In addition, physical and mental health
has a mutually effecting relationship (Lu & Hsieh, 1997).

Thus far, existing leisure research has focused almost exclusively on positive
effects and found short-term benefits including positive mood, physical fitness and
immediate satisfaction, as well as long-term effects of happiness, mental health,
physical health, and social integration. In the present study, we aimed to find out
which benefits were actually perceived by students, and whether they perceived less

pleasing even negative consequences of leisure.

Method

Participants

One hundred and fifty undergraduate students, age 19 to 25, participated in the
study. The students were in their second to fourth year, enrolling on a health
psychology and a social psychology course at a medical university in Taiwan. These

students freely formed 26 groups for class discussion (3-8 in a group).
Procedure

To reflect the exploratory nature of the present study, a qualitative approach was
adopted. Data were collected through group discussions that took place in fall 1999.
Participants were instructed to freely and thoroughly discuss four open-ended
questions: (1). What is the meaning of leisure to you? Please give a definition of
leisure. (2) Why do you engage in leisure activities? (3) What factors facilitates your

leisure participation, and what factors prevents you from leisure participation? (4)
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What are the consequences of leisure participation? Each group handed in a
point-to-point record, which formed the basis for later data analysis.

All the transcribed verbatim were first coded using thematic analysis to create
master schemes of categorization for each of the four issues discussed. This allows
the emergence of concepts, constructs, and typologies directly rooted in data,
reflecting the essence of grounded theory practice (Strauss & Corbin, 1997).
Frequency counts were then made for each subcategory in the master schemes,
following the usual practice of content analysis. However, similar responses by
different participants were counted only once. The combination of thematic analysis
and content analysis enabled the development of new organizing schemes firmly
supported by data as well as the presentation of relative prominence of subjective
experiences. In other words, both the qualitative and quantitative aspects of the
leisure experiences were explored for this group of students.

The thematic analysis were mainly conducted by the two researchers, but a
regular research group composed of scholars of psychological, sociological, and
social work background provided insightful and constructive inputs in interpreting
the data, clarifying the constructs, and elaborate the schemes. The results of this
series of analyses were then communicated back to the participants at a later class
session. The researchers explained their construction of the master themes, presented
results of the frequency calculation, elaborated on the major findings, and answered
any queries. This communication exercise served as a debriefing act as well as a
validation practice. Participants were invited to actively engage as co-researchers too.
They largely agreed with researchers’ interpretations of and conclusions drawn from
the data, and enthusiastically engaged in the discussion. This procedure of data
analysis hence ensured the “trustworthiness™ of the study., through the
intersubjectivity between the researchers and their academic peers, as well as

between the researchers and participants.
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Results and Discussion

Results are presented below and grouped into categories and subcategories
representing the main themes emerged for each issue. Numbers in brackets are

frequency counts for each category and subcategory.

The meaning of leisure

Usually a definition of leisure included several aspects. We discerned three
major components: functionality, autonomy, and contrast with work. The diagram in
Figure 1 shows the frequencies these components were mentioned when participants
attempted to define leisure.

Category 1: Functionality (30) Leisure was defined in terms of its positive

function to the individual. For instance, “leisure is to make myself happy”, “leisure is
a kind of liberation”, and “leisure is to get rest and loose up”.
Category 2: Autonomy (25) Leisure was defined as things one can freely choose

to do. For instance, “leisure is time I can freely use”, “leisure is things I want to do”,
and “leisure is no constraint and totally free”.
Category 3: Contrast with work (18) Leisure was defined as the opposite of

work. For instance, “leisure is time after work”, “leisure is things I do which are

unrelated to work™, and “leisure is completely different from work™.

Contrast with work ]18
Functionality ] 25
Autonomy 130
1 1 A J
0 10 20 30 40
Frequency

Figure 1. Frequency for components in leisure definition.
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From Figure 1, we can see that functionality and autonomy were the most often
emphasized components of leisure. The emphasis on functionality is in consonant
with the view that people engage in leisure “because it is enjoyable, or felt to be
intrinsically worthwhile” (Argyle & Lu, 1992, p.5). Leisure is indeed pursued for its
positive value and generally regarded as pleasurable activities. The emphasis on
autonomy is consistent with views of leading scholars in the field (Csikzentmihalyi,
1975; Iso-Ahola, 1976, 1997), which stress the importance of perceived freedom in
leisure. Leisure is not only pleasurable but also under personal control, and is a
manifestation of human agency. Leisure pursuits have been suggested as a way of
self-expression (Little, 1983; Ju & Lu, 2000), and have implications for identity
development (Argyle & Lu, 1992). The exercise of autonomy in leisure has also been
suggested as a counter dose for stress, which often threatens personal control
(Coleman & Iso-Ahola, 1993). However, the exact mechanism of applying autonomy
to leisure construction and factors enhancing or hampering autonomy need to be
delineated more systematically in the future.

Also consistent with learned views in the field, leisure is often held in contrast
with work. May be for our young students, the line between leisure and work is
relatively easy to draw, and even consciously maintained. Some students volunteered
in the feedback discussion that they used leisure as a safe heaven to escape from
academic pressure. It is also a common practice in the campus to celebrate the end of
exams with some frantic leisure activities. We thus confirmed that at least for some
people leisure is conceived of as something different from work or even an escape
from work.

However, as stated early, our students typically defined leisure with a
combination of two or even three components. For example, one participant stated
that “leisure is no constraint and totally free, it’s a kind of liberation™. It is obvious
that any one of the elements is not sufficient to encompass the leisure experience. In
other words, different scholarly views in the field all have some of the truth in reality,
but none is encompassing the whole truth yet. With this valuable insight into lay

people’s conception of leisure, we should modify Argyle and Lu’s (1992) definition
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to make it even more comprehensive: “leisure is what people choose to do in their
spare time, to escape or to be different from work, for its own sake, because it is

enjoyable, or felt to be intrinsically worthwhile, but not for any external reward”.

Leisure motivation

Most students gave several leisure motivations. We discerned six major
motivations: relaxation, enjoying life, self-growth, filling the time, social interaction,
and health promotion. The diagram in Figure 2 shows the frequencies these
motivations were mentioned by participants.

Category 1: Relaxation (61) Leisure was pursued for its value in relaxation.

More actively, some students engage in leisure activities to build up resources to
cope with stress. For instance, one student claimed that his work efficiency was
improved after playing sports. Less actively, students engage in leisure activities
simply to get rest and get the mind off.

Category 2: Enjoying life (13) Leisure was actively pursued for its hedonic

value. For instance, “I engage in leisure to seek happiness”, and “1 take part in leisure
to lead an interesting life”.
Category 3: Self-growth (10) Leisure was actively used to acquire new

knowledge, learn new skills, and achieve self-growth. For instance, “leisure is to

accumulate new knowledge”, and “leisure is to develop a wider interest”.

Category 4: Filling the time (10) Leisure was used to handle the vacuum of

tasks and responsibilities. For instance, “I engage in leisure because there is nothing
else to do”, and “I take part in leisure to kill time”.

Category 5: Social interaction (9) Leisure was actively used to promote social

integration and communication. For instance, “l engage in leisure to maintain my
social relationships™, and “I take part in leisure to make new friends”,

Category 6: Health promotion (5) Leisure was actively used to enhance or

maintain health. These leisure activities are usually sports and exercise. For instance,

“leisure is to build up physical strength”, and “leisure is to help me lose weight”.
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Social interaction [0

Self-growth 110

Relaxation . E : : Z J 61 .

0 10 20 30 40 50 60 70

Frequency

Figure 2. Frequency for leisure motivation.
Two of our findings here should be noted. First, relaxation is the most

prominent leisure motivation for our students. Second, filling time is the only one not
on Kabanoff’s (1982) list of ten leisure motivations. These two features may be
embedded in a common cultural milieu. Seeking relaxation is considered a minor
motivation for people with committed leisure (Csikzentmihalyi, 1975). However, if
people engage in leisure simply to kill time and banish boredom, they most likely
don’t have a serious committed leisure activity and often indulge in more passive
forms of leisure such as watching a lot of TV, which end up producing less
satisfactory results (Lu & Argyle, 1993). Empirical research with the Chinese people
has shown that the actual participation in leisure is very low (Chen, 1997; Tu, 1998),
not to mention serious leisure. Perhaps as we expected, for the Chinese people who
are still in an early stage of forming a constructive culture of leisure (Chen, 1989),
seeking simple relaxation is no less important than other deeper and more seasoned
intrinsic motivations as emphasized in the Western culture. In particular, relaxation
as a leisure motivation may be related to the conception of leisure as a counter dose

to, or escape from academic stress among students.

Facilitators of and barriers to leisure
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Facilitators of and barriers to leisure were conceived as opposites to each other,
and were encompassed by a single set of categories. These factors were:
biopsychological factors, activity itself, interpersonal factors, time, economy, and
facility. The diagrams in Figure 3 and 4 show the frequencies these factors were
mentioned by participants. For easy comparison, facilitators of and barriers are

presented together below.
Category 1: Biopsychological factors (29/11) Subjective biological and

psychological states can either facilitate or inhibit leisure participation. For instance,
good mood, end-of-exams high, longing for a long time, and optimal physical state
were generally regarded as facilitators. On the other hand, for instance, stress,
impending exams, certain personality traits and lack of ability were regarded as
barriers.

Category 2: Activity itself (27/11) Positively or negatively perceived

characteristics inherent in a particular leisure activity might become facilitating or

inhibiting factors to participation. On the positive side, for instance, if a certain
activity can open up new horizon, offer a sense of mastery and achievement, or
improve body image, these may facilitate participation. On the negative side, for
instance, lack of interest, and extensive requirement of physical strength may become
inhibiting factors.

Category 3: Interpersonal factors (26/18) Positively or negatively perceived

social influences may become facilitating or inhibiting factors to participation. On
the positive side, for instance, invitation from friends and approval of parents may
facilitate participation. On the negative side, for instance, lack of companions, being
pushed by friends, and undesirable persons on the scene may become inhibiting
factors.

Category 4: Time (20/20) Availability or lack of time may become facilitating

or inhibiting factors to participation. On the positive side, for instance, having free

time, and being on holidays may facilitate participation. On the negative side, for
instance, lack of free time, and having too much work to do may become inhibiting

factors.
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Category 5: Economy (13/23) Personal economic circumstances as well as

monetary costs of leisure activities may become facilitating or inhibiting factors to
participation. On the positive side, for instance, having extra money to spend, and
budget activities may facilitate participation. On the negative side, for instance, lack
of extra money, and expansive activities may become inhibiting factors.

Category 6: Facility (7/22) Availability or lack of necessary facilities and

supporting logistics for leisure may become facilitating or inhibiting factors to
participation. On the positive side, for instance, convenient venue, comfortable space,
and easy transportation may facilitate participation. On the negative side, for instance,
lack of venue, inconvenient transportation, and insecure environment may become

inhibiting factors.

] ']
Economy [ESEssrre] |3
120
Interpersonal factors ] 26
127
Biopsychological factors : : ] 29 |
0 10 20 30 40
Frequency

Figure 3. Frequency for facilitators of leisure.
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Activityitself [ 711

Interpersonal factors 118
Time 120
Facility 122
Economy . )23
Biopsychological factors : ' J 28I '
0 10 20 30 40

Frequency

Figure 4. Frequency for barriers to leisure.
Our list of 6 barriers to leisure was almost identical to Kay and Jackson’s (1991)

list, and can be read as a detailed account of Chang’s (1998) list of intrapersonal,
interpersonal and structural factors. However, conflicts with family responsibility
were not prevalent for students for obvious reasons.

Our analysis has confirmed that facilitators of leisure are in general the opposite
of its barriers. However, the relative importance of the same factor as a facilitator or
a barrier varies. For facilitators, biopsychological factors, activity itself, and
interpersonal factors were the top three most prominent factors. For barriers on the
other hand, activity itself was the least prominent factor while the remaining five
were almost indistinguishable in their importance. Basis for this disparity needs

further exploration.

Consequences of leisure

Most of the consequences mentioned by students could fit into the same
categorization scheme for leisure motivations. One distinct feature though was
negative consequences, which we termed “costs”. We thus discerned seven major

consequences of leisure: relaxation, self-growth, enjoying life, social interaction,
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health promotion, filling the time, and costs. The diagram in Figure 5 shows the
frequencies these consequences were mentioned by participants.
Category 1: Relaxation (43) Leisure was perceived to lead to relaxation, for

instance, releasing stress and recovering strength.
Category 2: Self-growth (31) Leisure was perceived to lead to self-growth, for

instance, acquiring new knowledge, and facilitating academic work.
Category 3: Enjoying life (18) Leisure was perceived to lead to hedonistic

enjoyment of life, for instance, inflated happiness, and a more interesting life.
Category 4: Social interaction (15) Leisure was perceived to lead to improved

social integration, for instance, maintaining relationships, promoting friendships, and
increasing social participation.
Category 5: Health promotion (10) Leisure was perceived to lead to the

enhancement of health, for instance, enjoying the pleasure of sweating, and
promoting health.
Category 6: Filling the time (5) Leisure was perceived to lead to better

structuring of free time, for instance, filling up free time, and getting rid of boredom.
Category 7: Costs (5) Leisure was perceived to have various negative

consequences, for instance, getting even more tired, and reduction in sleep time.

Costs [ 15
Filling the time [_]5
Health promotion [ 110

Social interaction ] 15
Enjoying life 18
Self-growth ax) 3]
Relaxation . . : : ]43 '
0 10 20 30 40 50
Frequency

Figure 5. Frequency for consequences of leisure
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[t seems that regardless whether people have a serious, committed leisure
activity or not, most people were pleased with their leisure, as found by Andrew and
Withey’s (1976) and Lu and Argyle (1993, 1994). The overwhelming perception of
positive results of leisure is understandable, after all leisure is done out of free choice
largely, in free time, and usually under high expectations to generate a pleasurable
state of mind. Reading Figure 5, we can see that leisure indeed was perceived to have
short-term benefits including positive mood, physical fitness and better structure of
time, as well as long-term effects of happiness, health, educational benefits, and
social integration. The use of leisure to structure time may be particularly useful for
certain sections of the population, such as housewives, the elderly and unemployed.
As we have seen earlier, free time does not equate meaningful leisure (Neulinger,
1981; Glyptis, 1989). However, helping those people to plan leisure constructively
can not only provide a more manageable time structure, but also bring about a whole
array of positive effects such as social integration, health promotion, self-growth, and
happiness.

However, unlike the rosy picture painted by the existing research, our present
study noted that students did perceived some less pleasing even negative
consequences of leisure. We suspect that these costs of leisure may encompass many
aspects, for instance, physical (overuse of physical energy), economic (budget
pressure), work (competing priority), social (interpersonal friction) aspects. Few
early studies did found that watching TV put people in a drowsy, weak, and passive
psychological state (Csikzentmihalyi & Kubey, 1981), and heavy TV watchers were
bored, dissatisfied, and unhappy (Lu & Argyle, 1993). It is imperative then to more
systematically explore the negative sides of leisure, in order to rectify theoretical

blindness as well as to inform leisure management practices.

Conclusion

This study probed into the subjective experiences of leisure, in particular the

conceived meaning of leisure, reported leisure motivation, perceived facilitators of
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and barriers to leisure, as well as actual consequences of leisure. Some of our
findings were consonant with the views and results in the extant literature, while
others extended or challenged the established accounts about leisure. Whether these
distinct findings are due to sample characteristics (e.g. students), social
characteristics (e.g. under-developed culture of leisure), or cultural characteristics
(e.g. Chinese views of leisure) need detailed examination in the future. Although our
effort is just a start, we hope that data we collected will contribute to the

development of a Chinese psychology of leisure.

Authors’ Note

The first author writes the present paper, while empirical data were drawn from
part of those in the second author’s Master thesis, which was completed under the

supervision of the first author.
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Abstract

23

This paper introduces several configurations of Class E power amplifiers in

CMOS technologies. Each configuration, however, alleviates some problems in the

design of Class E power amplifiers. The two-stage Class E power amplifier reveals

the design technique for the driving stage, which provides more efficient driving

signal in terms of Class E operation. The complementary configuration takes

advantage of the symmetrical circuit topology which allows much lower total
harmonic distortion ( THD ) in the output signal. Exploration of the relationship
between the switching device and the loaded quality factor of the load network

depicted in this paper provides a useful guide in designing the load network as well

as the switching device.
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1.Introduction

The personal communications industry has seen high-speed growth over the
past several years. Combining computational and communications facilities in a
portable unit has become the trend for future personal communications systems
( PCS ). Massive computations such as data compression algorithms are needed to
reduce the large amount of communication data. Meanwhile, sophisticated
modulation schemes are also used in portable communications to extend bandwidth.
The power needed to drive these functions can be easily prohibitive for portable
operations. Therefore, the goal of low power design is not only desirable but also
necessary.

In the wake of the progress of CMOS technologies, low power design for digital
signal processing ( DSP ) is feasible due to the low power consumption of small
feature-sized CMOS devices. However, the analog interface for the portable
applications is still the design bottleneck since analog signals should be transmitted
by the use of high power to allow communication for long distance. Moreover,
because of spectrum congestion, personal communications systems must operate at
carrier frequencies above 1GHz and the resulting complexity and difficulties in
implementation imply that simplifying the circuitry or relaxing the required analog
performance should be paramount.

Traditionally, for gigahertz-band RF circuitry, discrete Gallium Arsenide
( GaAs ) transistors have dominated these design. However, significant area and
large power consumption in driving high-speed analog signals across board
interconnects make GaAs technology not the best option for wireless
communications. CMOS technologies, by contrast, seem to be more promising since
they have seen a breakthrough in both performance and size through the use of
device scaling. Furthermore, silicon CMOS technologies will continue to scale
rapidly owing to the demand for high-performance and denser digital circuits such as
microprocessors and memory chips.

A challenging functional block in designing such a wireless communication
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transceiver is the power amplifier due to the trade-offs between supply voltage,
output power, power efficiency, and distortion. Meanwhile, the basic requirement for
the power amplifier is the ability to work at low supply voltages as well as high
operating frequencies. As a result, they have deleterious effects on the power
efficiency. Theoretically, Class C, D, and E nonlinear power amplifiers all have
100% power efficiency[1]. However, in practice, few of them can achieve this target
particularly when implemented as integrated circuits in CMOS technologies. In
addition, with the progress of the CMOS device fabrication technology and on-chip
passive component requirements, accurate and suitable modeling is becoming highly
important.

The emphasis throughout this paper mainly focuses on both analyses and design
aspects of Class E power amplifiers in CMOS technologies for wireless
communications. With a thorough mathematical treatment for each configuration of
the Class E power amplifier, we can, therefore, give a more useful guide in the

design efforts.
2.General principles of Class E operation

An ideal Class E amplifier configuration is shown in Fig. 1, which consists of a
single supply voltage Vpp , an RF choke inductor, a switch ( generally using bipolar
transistors or FET’s ) with a parallel capacitor, a resonant circuit, and a load R, .

Vop

Co Lo
I

Fig.1. Ideal Class E amplifier configuration
The switch is turned on and off periodically at the input frequency. Lo-Cop

Ri

resonates at the input frequency and only passes a sinusoidal current to the load R;.
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C, ensures that in the time when the switch is turned off the voltage across the switch
still keeps relatively low until after the drain current has reduced to zero. The switch
usually uses active devices such as silicon bipolar transistors or FET’s. In practice, in
order to make the switch near ideal and reduce the on-resistance, the transistor is
designed with a large gate width.

Maximum output power can be obtained if the duty ratio of the inpnut frequency
1s made approximately 50 percent [1]. Since the operating frequencies are different
for the on state and the off state of the active device, the load network may include
filters to suppress harmonics of the output signal. The well-known Class E switching
conditions [2] include:

1). Voltage return to zero at the switch turnon: This ensures that the voltage of
the switch and the current flowing through it cannot happen simultaneously, and
thereby the power dissipation in the switch is zero.

2). Zero voltage slope at the switch turnon: Although the former point can be
satisfied with proper circuit design. The condition of slight mistuning of the amplifier
may happen. This point can prevent severe power loss at the transient point.

ll,')“

0 27 ot
« t > t2 >
VD‘“‘
0 2
0 n 27 ot

Fig. 2. Ideal Class E voltage and current waveforms.
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Based on the Class E switching conditions, the ideal Class E voltage and current
waveforms can be illustrated in Fig. 2. t; is the period of the switch closed and t; is
the period of the switch open. During t; period, vp is zero whereas during t; period
the current ip is zero. Because of the characteristic of nonoverlap of the current and

the voltage, the power dissipation of the switch is zero.
3.Circuit parameters on power efficiency

Since the Class E power amplifier was proposed in 1975 by N. Sokal[2], the
design involves much empirical knowledge. M. Kazimierczuk[3]-[7] and F. Raab[1],
[8]-[10] did a number of insight analyses concerned with the topic and addressed
many useful relationships between the circuit parameters in terms of output power,
power efficiency and harmonic distortion. More recently, the Class E power
amplifier has been demonstrated in the application of wireless communications at
gigahertz band with an advanced GaAs technology[11]. However, few of these
recently published papers presented design equations or guidelines.

The conventional assumption of the infinite choke inductance needs to be
revised at high operating frequency, which it, in turn, leads to different analytical
methods and results. Optimum performance under the assumption of finite choke
inductance was described approximately by the following equation[12],

L, 0.7436

s
S wC

# (1

where o is the operating frequency, Ldc and Cp' are the choke inductance and
the shunt capacitance, respectively as shown in Fig.1. Lo and C0 act as an ideal
resonator operating at the frequency of o. Notice that when it operates at much
higher frequencies with a limited Ldc value, the Cp value can only be the nonlinear

parasitic drain-to-substrate capacitance of the MOS switching device. The analysis

The capacitance is the sum of the drain-to-substrate parasitic capacitance and the shunt
capacitance.
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for the effect can be found in [13] which reveals that the peak voltage across the
transistor increases and the normalized power capability decreases. This can result in
the junction breakdown and the effect is even worse for deep-submicron CMOS
technologies.

The power loss of the Class E power amplifier is relevant to the switching
behavior of the device. Since the current flowing through the device is negligible at
the transition of turn-on, the power loss at this period is much smaller than the
transition of turn-off. Therefore, the power efficiency can be investigated from the
switch-off process of the device.

M. Kazimierczuk discussed the effects of the collector current fall time of the
transistor on power efficiency assuming the current is linear decays after the
transistor is switched off[4]. Blanchard and Yuan extend the analysis by assuming
the current is an exponential decay during the fall time[14]. Based on these important
assumptions, Tu and Toumazou[15] further investigated the power efficiency at the

operating frequency @ in terms of the loaded quality factor which is defined as[2]

0,

_ol,
RL

The investigation in[16] illustrated that no configuration of linear circuit

2)

elements can provide zero voltage and zero current at both transitions of the switch if
nonzero output power is to be delivered to a load. Hence, a jump of current or
voltage must be tolerated at the switch turn-off or turn-on. As a result, the output
current/voltage signals shall present a certain degree of distortion. The choice of the
loaded quality factor O, is a compromise between several factors including low
harmonic output ( high Q; ) , low power losses ( low Q; ) , low changes of the
amplifier parameters with frequency ( low Q; ), and narrow bandwidth ( high O; )[4].
Obviously, the chief conflict exists between low harmonic output and low power
losses.

However, with the advantages of the state-of-the-art CMOS technologies, the
transition behaviors of the switching devices may alleviate the problem. Two

different feature-sized transistor HSPICE models are employed to compare the
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power efficiency in terms of the loaded quality factor. The simulation results are
shown in Fig.3. The power efficiency decreases with an increase of Q;. For the
0.6-um model, since it has lower decay angle[14], the power efficiency is also higher.
Comparing the results to the 0.8-um model, it shows much slower decrease with an
increase of Q;.

The investigation indicated that given the continued advances in scaling of
silicon MOS technologies, it is evident that high power efficiency CMOS power
amplifier is possible in the near future as nanoelectronic technologies become

commercially available.

&4 T T T T T T i T

+a : : : —  nsm i
T RN .. KRN IR ST SRS (I <oy

Fawer afficlancy ( %

& 7
Quality tactor ( QLY
Fig.3. Power efficiency versus Q; for two different feature-sized models

4. Design of driving stage for Class E operation

A practical problem emerged when we design a Class E power amplifier - a
driving stage is actually required in order to turn on and off the switching devices of
the final stage efficiently. One method to meet this requirement is to reduce the input
load for the precedent functional block, mixer, and the other is to establish a more
efficient driving signal to reduce the switching loss. Here we may focus on

discussing the latter issue.
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4.1. Effect of vgs transition time on the power loss

We firstly investigate the operation of the MOSFET in triode region and in
saturation region. Since the voltage across the MOSFET, vps, is partly controlled by
vs and partly controlled by the load network, then, in order to simplify the following
analysis we can make an assumption that vps is linear. Other more accurate analysis
such as assuming vps is a parabolic waveform[17] can be accounted for and could be
the topic of a future research. In Fig. 4, since there are no closed relations between
input signal and the voltage of the drain-source of the MOSFET, we can assume the
angular time, @,, makes the MOSFET change operating mode from triode region to
saturation region, and the MOSFET is OFF after the angular time €,. For the
MOSFET operating in strong inversion region, we can consider

i.’) ~ ﬁ(v:;ﬂ - V;" )V DS (3)
and 7. = g(vm =, )2 (4)

in the saturation region. Where £ is the device transconductance parameter, Fris the
threshold voltage. Here, we also assume that the falling rate of the input signal is Ugs,
so we have two relations

Vas (9) =Ug 0 +Vy (5)
and Vs (9): Q{Um + I/;f ) (6)

where Vy is the high value of the input signal and Vyr= V- V7. Hence, the power

loss in the triode region is given as

1 . .
P s == ' U0 +V )U; +#2 R U$-+——f~‘-’_)dﬁ
B A
——ﬁ—[U,,\w—Kﬂ—}.Uw-\glle[V”,.)gwg o
2T ! 9] 4 3_

and the power loss in the saturation region is
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Since the MOSFET is “OFF” after 6, there is no current flowing through this device
and hence, no power loss.

ves(6) A

triode region

/" saturation region

off

Y

A
in(8)

Vs (9) 8

vnstl) -y
effect of Ry —

0 4 P 9
Fig. 4. Waveforms of the MOSFET during falling angular time of the input signal vs.
We can employ Fourier expansion for the input signal shown in Fig. 5.
Assuming the period of the input signal is 2n, we can thus represent its Fourier series
as

f(x)=a,+ i(a,,cos:ﬁx+bn sinnx) (9

n=1

1 2 ) 2 2 2
where do =2ﬂ_(n;x|_ ‘%x:- +%x3 “yix, = byx, + byx, +y1xzj (10)
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1] 1 . m 1 ;
a, =— [(mx, ~ v, )sin nx, + —Lcos nx, + —(y, - m,x, — b, )sin nx,
7T |n n n
m 1 . m, m
— —2cos nx, +—(m,x, + by )sin nx; + —Ecos nx,-—,'—] (11)
n n n
1| m . 1 ;
b, = —| —Ltsin nx, + —(~ m,x, + y, Jcos nx, — —Xsin nx,
T n° n -
1 m, . 1
+—(fy|+m2x3+bz)cos nx , + —=sin ne, ——(m,x, +b, Jcos nx, (12)
n n- n B

YO )=V
' y(x)=m:x+b:

5

y(x)=m:x_\

»
L

0 X1 X2 X3 (=pi) X

Fig. 5. Waveform of input signal used in Fourier expansion

Substituting the circuit parameters into these equations, gives

5

1 o~
i | gl 4B 13
oY U e
a =0 1=1,3, 5,ccm
_22Ugs | ey = 3, e B
72. nz (h\ E) ;] >
(14)
b =2V g Ve o= s B B
n ﬂ ”2 U(A\ | ? 2
:O 1‘1:2, 4, 6, ........

(15)
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where m =-Us, y =V, ,x=—2—, x,=0+—", x;=2,m=U, ,
—U(;S U(;S
by, =-aU g

Hence,
v,k = | 3., v, & 2U v

f(X) v, + + Z —U(f sin(n J sin nx + Z [ (5[ osn, i —1] cos nx
Lo n=l3s. | TR Ugs =3.16. U s

(16)
The power loss of the MOSFET is affected by many factors. The factors of the
greatest interest are the input signal level, the falling rate of the input signal, and the
angular time which makes the MOSFET change operation mode. Common parameter
values used in the analysis are: W=4000um, L=0.6um, V;=0.68V, V;=2V, =2.1617
AVE

: ——mqumr&lm pl Fig
PR = imagatarfime g

-:wuuhrumn. pifz

005k

Ht S (Y Radian

Fig. 6. Power loss versus falling rate of input signal.

4.1.1. Dependence on Input Signal Falling Rate and Angular Time 0,

Fig.6 shows the falling rate of the input signal versus power loss ( The value of
Ugs 1s negative for the polarity. ). For a higher falling rate ( The absolute value of
Ugs is higher ), the power loss is much smaller than a lower falling rate. Clearly,
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large power loss can be seen for the absolute value of a falling rate under 1 V/R.
Fig.6 also shows the effect of different angular time (¢; ) on the power loss. The
optimum performance for Class E operation is the origin of vpg should be higher than
0, as depicted in Fig. 4. Since the voltage and the current waveforms of the MOSFET
do not overlap under this condition, the power loss in the MOSFET is zero.

Therefore, for higher 6, angular time, the power loss becomes smaller.

4.1.2. Relations Between the Falling Rate and the Fourier Expansion

Components

Fig.7(a) and (b) show the relationships between the falling rate and the
percentages of each components of the Fourier series. For a higher falling rate, the
percentages of the odd-order harmonics become higher whereas the percentages
become lower for even-order harmonics. On the other hand, for a lower falling rate,
the second harmonic frequency has much higher percentages and in this case, the
power loss is even more serious. From equation (16), if we let Ugs — -0, we can
obtain a square wave which contains sinzx terms only where n is an odd number.

According to the analysis, the power loss is the smallest.
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Fig. 7(b). Percentages of the even-order terms of the spectrum versus falling rate of vgs.
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4.2. Pre-amplifier design

In order to obtain higher output power and prevent overly loading the previous
stage, eg. a mixer or whatever block might precede the PA, a multi-stage architecture
is required in power amplifier design.

Theoretically, a square-wave should be employed to act as the driving signal for
the Class E power amplifier due to its short transition time as analysed in the
previous section, whereas in high frequency operation, a square-wave is difficult to
generate due to its inherent much higher frequency components. This is especially
true for the CMOS technology due to its significant parasitics. A two-stage design
was proposed by T. Sowlati ef al.[11] to achieve this target in GaAs technology.
Notice that the low substrate loss and much smaller parasitics of GaAs MESFET
technology make this target more feasible.

An attempt has been launched in CMOS technology to employ a high frequency
filter to remove the second harmonic frequency of the driving signal thereby making
it more like a square wave[18]. Since more components are required to achieve the
filtering function, the design is more susceptible to destroy the benefit of less
switching power loss. However, vigorous efforts to reduce the power loss in the
passive components such as on-chip spiral inductors[19]-[20] or bondwire
inductors[21] have prompted another look at this situation. Also by taking
advantages of multi-stage design, the final stage can be over-driven by the large
driving signal, which it is equivalent to employ a square wave as the input driving
signal[22]. A typical design of a two-stage architecture is shown in Fig. 8 in which
the biasing inductors are employed to perform the level shifting function since the
threshold voltage is positive for the NMOS device. Notice that these inductors should

have extremely low parasitic resistance in order to reduce the metal power loss.
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biasing inductors

11
ll'r

Fig. 8. An example of driving stage design.
The output matching circuit ( L; C; C,) transfers the S0Q standard load to the

optimum load, of 9Q for 2.5V design[l1]. (Lp Cp ) resonates at the 1.8GHz
operating frequency. The parallel capacitance is absorbed into the junction
capacitance of M1 at such high operating frequency. Lgc acts as the RF choke for the
final stage. Cp, ,Cpy are the coupling capacitors. ( Cy Ls C7 R ) forms the input
matching circuit for the source resistance R

Fig.9 and Fig.10 show the HSPICE simulated results of output power and power
efficiency versus the variation of the supply voltage V;; respectively. The quadratic

relationship of output power and supply voltage has been verified.

350
300 F
250
200
150
100 }

Output power ( mW )

50
0

02 04 06 08 1 12 14 16 1.8 2 22 25
Vdd (V)

Fig. 9. Output power versus supply voltage
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Efficiency ( % )

02 04 086 08 1 1.2 14 1.6 1.8 2 2.2 2.5
Vdd (V)

Fig. 10. Power efficiency versus supply voltage
5. Low-distortion Class E configurations

With the proposition of multi-standard transceivers and the maturity of the new
frequency band in the range of 1.8-GHz, dual-band operation has rapidly become the
mainstream of personal communications. Combining the design of a 900-MHz and
1.8-GHz CMOS transmitter for dual-band applications is, therefore, highly desirable.
However, a critical design issue for the dual-band standard is that the second
harmonic distortion of GSM 900-MHz signals in the power amplifier ( PA ) may
deteriorate the generation of DCS 1.8-GHz signals since PA’s are conventionally
single-ended[23].

5.1. Differential Class E power amplifiers

While many RF circuits adapt single-ended topology due to off-chip component
connection considerations, differential counterpart exhibits smaller harmonic
distortion since even-order harmonics vanish if the system has odd symmetry such as

fully differential topologies[24].
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Fig.11. The differential Class E power amplifier.
A fully differential configuration for Class E power amplifier has been proposed

as shown in Fig. 11[25], which it can alleviate the problem of substrate coupling
since current is being discharged to ground twice per cycle. However, the input
driving requirement for the switching devices may result in more complicated
differential driving stage, which it may require off-chip components such as a balun

to convert the input signal to differential form.
5.2. Complementary Class E power amplifiers

In this section, we investigate a different configuration power amplifier based
on a highly symmetrical circuit topology as shown in Fig. 12[26]. With this approach,

we may achieve lower harmonic distortion.
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Voo

Ldc2

-Vob
Fig. 12. The complementary power amplifier

Since the transistor acts as a switch rather than an amplifier, large-gate-width
transistors are necessary in order to approach the ideal switch. However,
large-gate-width transistors lead to large parasitic junction capacitances. For Class E
power amplifiers, since the capacitance of the resonant circuits are different in
switch-on and switch-off states, this leads to harmonic distortion of the output signal.
Basically, a solution to this problem is to use a high-Q inductor or a bandpass
filter[10]. For integrated implementation, however, these approaches do not only
consume large chip area but present difficulties in obtaining high-Q inductors,
especially using CMOS technology.

Intuitively, the power amplifier is more symmetrical than the conventional
architecture. Thus, the inherent harmonic distortion problem may be alleviated. Fig.
13(a) and (b) show the equivalent circuits when M1 on, M2 off and M1 off, M2 on,
respectively. According to KVL, KCL and boundary conditions, we can find the

optimum operating conditions.
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Fig. 13(b). Equivalent circuit when M1 off,

We also compared the performance with the conventional single-ended structure

by HSPICE simulations. Fig. 14 shows the simulated results of the power efficiency

as a function of loaded quality factor based on the optimum load * for different

supply voltages ranging from 1.0V to 2.6V which correspond to a loaded quality

factor from 2.94 to 1.37, respectively. Both architectures maintain high power

efficiency for a wide range of supply voltages.

? The definition of optimum load is the output load value which leads to maximum output power.



42 High-Performance Class E Tuned Power Amplifiers for Wireless Communications

80 —

PR
___—o0—C
70 T - O_f_,o.ﬁ—)o"*“o
?_J!O_ H———— *'0_7_0_7_ﬁ_<}_ o
60 5"

50 +

40 +

0 —o— Single-ended

Power efficiency ( % )

20 T —0— Proposed

10 —

0 f —- ! - : f f
294 257 229 20 1.87 172 158 147 137

Loaded quality factor

Fig. 14. Simulated results of power efficiency as a function of loaded quality factor

3.00 — o /l
250 + o T
,,0"/40/
2,00 + I
. S
2
5 1907 —o— Single-ended
T
- -o—Proposed |
1.00 + - e
i
00 o0 o006 0o o ¢
0.00 ; : ; ; .

294 257 229 206 187 172 158 147 1.37
Loaded quality factor

Fig. 15. Simulated results of THD as a function of loaded quality factor
Fig. 15 illustrates the comparisons of THD’s as a function of loaded quality

factor. The proposed architecture demonstrates much lower THD’s since the
balanced configuration inherently has a function of the second harmonic cancellation.
Moreover, the proposed architecture alleviates the conflict between the distortion and

the loaded quality factor since the THD’s are independent of the loaded quality factor



i EEE (B THE) 5536 1Y 43

as shown in the figure. Table 1 depicts the characteristic of low second harmonic of

the proposed power amplifier.

2nd harmonic 3rd harmonic 4th harmonic 5th harmonic
Supply voltage (dBc) (dBc) (dBc) (dBc)
(volts )

conventional | proposed [conventional| proposed | conventional | proposed | conventional| proposed

1.0V 362 | -53.5 | -43.1 | -48.9 -57.0 640 | -534 | -626
1.2V 360 | -53.4 | -43.0 -49.0 -58.1 -63.9 -54.2 -62.6
14V 354 | -53.0 | 430 | -493 -59.6 640 | -553 28
1.6V 349 | -526 | -43.1 | -495 -60.5 642 | -56.4 62.8
1.8V 345 | -52.8 | -43.1 | -49.7 -60.2 638 | <575 -62.8
20V 337 | 525 | 432 | -s00 -60.0 639 | -586 -63.0
22V #33.1 -52.3 | -43.1 -50.2 -59.2 -63.9 -59.0 -63.1
24V S5 | «532 } 429 | 503 -58.4 637 | -394 -63.2
26V 318 | -52.0 | -429 | -s0.1 -58.2 637 | -59.7 -63.4

Tab.l Comparisons of the harmonics of the output signal for the two different architectures
based on the optimum loads of different supply voltages.

6. Conclusion

We have investigated the fundamental principles of Class E power amplifiers.

The potential advantages of Class E operation leading to high efficiency and low

supply voltage have also been examined. The summary is as follows:

1.For fundamental Class E power amplifiers, several conflicts exist between output
power, power efficiency, and harmonic distortion. Although ideal analyses reveal
general principles and results, great discrepancy exists between the theoretical
analyses and practical results for giga-hertz operating frequencies due to large
parasitic capacitors in MOSFET’s.

2.The loaded quality factor Q; of the load network of the single-ended Class E power
amplifier is an important index for the trade-off between harmonic distortion and
power efficiency.

3.Small feature-sized transistors or high-speed transistors should be employed as the
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switch in Class E power amplifiers to reduce the power loss in the switch and
thereby alleviate the conflict between harmonic distortion and power efficiency.

4.To reduce the power loss in the switching devices, shaping the current and voltage
waveforms should be employed. In this paper, we reveal the considerations for the
pre-amplifier stage design.

5.Since the resonant frequencies of the load network are different at the switch-on
and switch-off states for single-ended Class E power amplifiers, symmetrical
circuit topologies such as differential or complementary Class E architectures can

be employed to reduce distortion.
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Design and Implementation of a Two-Dimensional DCT/IDCT
Processor for Video Compression Systems

Shyue-Kung Lu* and Chung-Yang Chen

Department of Electronic Engineering
Fu Jen Catholic University
Taipei, Taiwan 242, R.0O.C.

Abstract

In this paper, we proposed a fully parallel systolic array architecture by using
row-column decomposition method for 2D-DCT/IDCT application. The architecture
proposed possesses many advantages such as (1) the regularity of this architecture is
higher than others. (2) control signals are greatly simplified. (3) it meets to all
MPEG-2 specifications. It is a high throughput architecture which performs one
complete N x N-point transform per N clock cycles, and the latency of the
architecture is only 2 N + 1 clock cycles. ,and (4) the architecture is very flexible.
We have implemented this processor with Synopsys Design Compile and
COMPASS cell library. The core of the design can run at 50 MHz for the worst case.
The throughput is 400Mpixels/sec which can be applied to all profiles and levels of
MPEG-2 specifications. We also use QuartuslI software of Altera Corp. to simulate
the circuit function and compare the results with the simulation results of the
software implementation with C language. The simulation results show that the
architecture proposed can work correctly. For the test consideration, we use ATPG
tool of Synopsys Corp. to generate the test patterns. Fault simulation is performed
with Synopsys TetraMax. The fault coverage of the circuit is 99.77%. In order to
meet the circuit requirements of an IP, design-of-testability techniques will be

considered 1n our future work.

Key Words : Row-Column Decomposition, Fully Parallel Systolic Array, Two-
Dimensional Forward / Inverse Discrete Cosine Transform
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Supercapacitor Application in the Battery Energy System of the
Electric Scooters

Jeremy C. C. Chang Yuang- Shung Lee*

Department of Electronic Engineering,
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Abstract

This paper propose a hybrid energy system that contains supercapacitors
(SCAPs) and acid- lead batteries for battery energy management system (BEMS).
The BEMS strategy is proposed to improve the energy efficient of the hybrid energy
system (HES) for the electric scooter (ES). The detailed power management model is
composed of traction motor, wheels, road, transmission system, power
converter/inverter, acid lead batteries, and supercapacitors. The system-level
modeling, interactive simulations, and analysis package are developed in this study
using Matlab/Simulink. The simulation result for the proposed BEMS strategy of
HES show that it can reduce the over all power loss and extend the cruise range of

the ES system.

Keyword : Supercapacitor, Battery energy management system, Hybrid energy

system, Simulations, Electric scooter
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1.Introduction

Recently, there have been energy shortage in Taiwan was lack, and most of the
raw materials to produce energy depend on foreign exchange, so more efficient
energy utilization is very important. In addition to the energy problem, there is also
the even a more serious problem of air pollution in Taiwan. To solve these problem,
the electric scooter is a promising technology for the long-range goal of energy
efficiency and reduced atmospheric pollution, although their limited range and lack
of supporting infrastructure may hinder their public acceptance [1]. The increasing
the electric scooter’s cruise range is an important research topic. First of all, a new
energy storage device supercapacitor has been widely used in electric vehicles for
supplementary power management [2] due to two important features. First, the
energy density is higher than conventional capacitors and the power density is higher
than rechargeable battery. In order to reach the goal of extending the ES’s cruise
range, the supercapacitor is a better choice for the second energy source. Several type
of combined energy systems are currently in use, one of which is the supercapacitor
system and cell stack connecting via dc-dc converter [3], and the another of which is
only supercapacitor system connected to a dc-to-dc converter [4], [5]. Napoli and
Crescimbini showed three different combinations of battery, supercapacitor and fuel
cell as derived, cascade and series [6], adopting a parallel combination in which each
of the energy sources are connected on its own dc-to-de converter. Using this type is
easy to control the battery and supercapacitor tank input or output current. Jorg Lott
and Helmut Spith also presented a similar hybrid energy storage system [7], But
although in their system had only battery and supercapacitor. In this study use the
combination in which only supercapacitors are connected to the dc-to-dc converter
because this combination is more economical and effective.

The papers mentioned above discuss hybrid energy vehicles which have more
than two energy sources. But in Taiwan, the conventional scooter is popular, and
there are over 10 million conventional scooters in Taiwan. More than 330 thousand

tons of carbon monoxide and 90 thousand tons of hydrocarbon are emitted by
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conventional scooters every year. So some researches hope to use the ES’s
substituting for conventional ones. However, the ES has some drawbacks. One is that
the ES is very heavy, about 100 kg; although this will be improved by reducing the
battery weight. Also, the ES is more expensive than a conventional scooter,
approximately 60 thousand new Taiwan dollars; although the Taiwan government
will sponsor a part of this price. And the worst problem for ES is too short cruise
range. Electric vehicles have longer cruise range, but they are too large for Taiwan’s
crowed conditions. There fore, since people in Taiwan are more likely to buy ES, we
work to popularize the ES in Taiwan.

To increase the ES’s cruise range, we utilize a supercapacitor as a the second
energy source for the ES. Hybrid electric scooters not only offer higher energy
efficiency but also increased cruise range compared with conventional electric
scooters.

This paper discusses the methodology for designing system-level scooters using
the Matlab/Simulink. A hybrid electric scooter has been designed using the
simulation package. The simulation results are discussed for our hybrid electric

scooter.
2.System description

Inverter

PMSM Wheel
Gear
DC
/ Motor
AC
Y
o Driver Loail
i
Battery l
Speed & .
controller e
DC —
o / Position & %
2 Converter controller 5

Supercapacitor
T Fuzzy

controller |V

Fig. 1 Full electric scooter system with supercapacitor
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Figure 1 shows the block diagram for the proposed HES system, which can be
separated into five sub-systems: battery, supercapacitor, inverter, permanent
magnetic synchronous motor (PMSM), transmission gear, and road load. The full
electric scooter system has four lead acid cells in the battery system and total of 48v.
This well developed technology provides more stability then that of lithium ion
battery, and it is popular due to lower cost. however, its drawbacks are low specific
energy, short life cycle, and environmental pollution. Thus, use the Li-Ion battery in
place of lead acid one.

The supercapacitor is a relatively new electrical energy storage device with
characteristics that lie between a battery and a dielectric capacitor. For the same
volume, the capacitance of the supercapacitor is 100 times higher than that of
standard dielectric capacitor. Their instantaneous specific power is at least 20 times
higher than that of conventional battery, but their energy density is 20 to 50 times
lower. In terms of technical maturity, ease of manufacture, expected performance
and cost, the activated carbon based supercapacitor is the most promising device for
most current applications. In addition, organic electrolytes are preferred since they
provide acceptable levels of energy storage. Due to the highly reversible charge
storage process in the supercapacitor, the cycle life is much longer than that of
electrochemical batteries and is comparable to that of passive components. The main
advantages of supercapacitors are high power density (7~10 kW/kg) and long cycle
life (0.5~1 million cycle) [15].

Figure 2 shows a bidirectional dc-to-dc converter, which is employed the
studied system to control the input/output current of the supercapacitor in the
buck-boost operation mode. The control strategy of the buck-boost converter is a
very important issue for the proposed BEMS of the HES. Under ideal conditions, the
scooter can utilize an almost constant battery current, with the capacitor giving all
the positive and negative variations around the constant battery current. However, we

must also consider that the supercapacitor is currently quite expensive.

Control strategies depend on scooter acceleration:
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If the ES is operating at high speed (higher than 10km/hr), the capacitor should
be empty to be able to receive the energy coming from suddenly emergency stop. By
contrast, when the ES is going to start, all the capacitor energy will be required. If the
ES accelerates, the supercapacitor will provide energy for that; and when it

decelerates, the supercapacitor will recover.
Control strategies depend on motor velocity:

When scooter speed increases, the motor velocity also increases, pulling more
energy from the supercapacitor to the motor. Then, when the scooter speed is equal
to drive command, the motor velocity will drop down to a stable value to keep the
scooter moving. In this phase, there is also some energy pulled from the
supercapacitor to the motor. Then, when scooter speed is decreased, the motor
velocity is also drop down to zero and the energy which produced from decreasing

the velocity will be recovered by the supercapacitor.
Operation mode of converter

If the battery voltage goes up rapidly, the controller activates the buck mode,
and a given amount of energy is transferred to the supercapacitor. This situation
happens when the ES is running and the brake is activated. Under this condition, the
previous state of the overall system should have kept the supercapacitor voltage at
low levels. By contrast, the boost mode will be activated when the battery voltage
goes down (acceleration), and when the ES is going to move, or it is accelerating
from low to high speeds (pulling current out from the batteries). Under these
conditions, and if the battery is not fully charged, the supercapacitors should be at
high levels of stored energy [3]. The entire active mode is show in Fig. 2. During the
boost mode, IGBT2 is switched on and off in a controlled duty cycle, to transfer the
required amount of energy from the supercapacitor to the motor and battery. When
IGBT2 is turned on, energy is taken from the supercapacitor, and stored in the Ls.
When IGBT2 is turned off, the energy stored in Ls is transferred into C, through DI,
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and then into the battery and motor. During buck mode, the converter introduces
energy from the battery to supercapacitor. When IGBT1 is switched on, the energy
goes from the battery to the supercapacitor, and Ls stores part of this energy. When
IGBT1 is turned off, the remaining energy stored in Ls is transferred inside the
supercapacitor. A fuzzy logic controller is employed to control the operation mode of
the buck-booster converter according to the control strategies that depend on motor

velocity, and describing as above mentioned.

I Load
Lb
Buck
D1 LIGBTI s
Battery i s uper
G | Capacitor
D2 {ﬁj LIGB T2
Boost

Fig. 2 Configuration of the bidirectional DC-DC converter
The PMSM offers several advantages for application of ES. For one, provides

high acceleration and a good torque, namely, a high torque-to-inertia ratio, and an
excellent power factor, which is close to unity since the copper losses are essentially
located only in the stator. In addition, for the same delivered mechanical power, a
PMSM needs a smaller line current value, which is favorable for the design of the
electronic power converter feeding this drive [12]. The IGBT inverter is employed to
control the PMSM. The IGBT has a high impedance gate, which requires only a
small amount of energy to switch the device. In addition, the IGBT has a small
on-state voltage even in devices with large blocking voltage ratings. Further more,
the IGBT can be designed to block negative voltages [13].

The transmission gear has fixed ratios in the scooter mechanism, and the wheel
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directly receives power from the motor through a transmission gear reduction with
selected gear ratios. The road load utilizes an experimental parameter to imitate the
road resistance, wind resistance, the grade resistance, etc. The grade resistance is a
component of gravitation at force on the scooter in the direction of ramp and braked

resistance.
3.Mathematical model
A. Battery

The battery is a conventional lead acid cell, and in a conventional ES, it
provides input power to set the ES into motion. The physical equation of the
Shepherd battery model is[10]:

V, =E, —iR-Ki—2— = E —iR— Ki— (1)
= Iidt SOC
where
R: battery internal resistance ({2)
K: polarization resistance (())
SOC:: state of charge
Q: capacity (Ah)

Fig. 3 is a simple battery model for easier simulation.

G,
) F >
AMA
ESR AN

R

0

Fig. 3 Thevenin battery model [14]
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where
ESR: a constant equivalent internal series resistance

Vy: battery voltage with no load voltage
C,: overvoltage capacitance

R,: overvoltage resistance

B. Supercapacitor

Figure 4 shows a physical model of the supercapacitor. The model consists of
three elements. The capacity C represents the capacity of the ultra capacitor. Rs
represents the charging and discharging resistance of the supercapacitor and accounts
for the associated losses [2].

; R
ir s

]
1"

v

Fig. 4 Physical model of the supercapacitor system

i =zO+L fio -a )
0

=
O

N
.IC+E-jzo-d: (3)

where

i. : the current flow supercapacitor (A)

ip : net current stored in supercapacitor (A)

R, : parallel resistance R, responsible for the energy loss due to supercapacitor
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self-discharge (Q0)
C. Motor

It is important that choose an ac motor with good performance to replace the
convention engine as the driving machine of the ES. The PMSM’s mathematical
model can be shown as:

* Electrical system:

d . . .
L, E:ﬂ, =v,—Ri, +L,0,i, (4)
d. . b .
L, Elq =v, —Ri, + L,0,i, - Apa, (5)
T, =1.5p[Ai, +(L, - L )i i,] (6)

where

Ly Lg:qand d axis inductances (H)

R : resistance of the stator windings ((2)

Iy, 1 q and d axis currents (A)

vy, Vig: q and d axis voltages (V)

wq: angular velocity of the rotor (rad/s)

A : amplitude of the flux induced by the permanent magnets of the rotor in the
stator phase (Wb)

p: number of pole pairs

T,: electromagnetic torque (Nm)

* Mechanical system:

Jiw, =(T,-Fo,-T,) (7)
dt
2 o, (8)
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where

J: combined inertia of rotor and load (kg*m?)

F: combined viscous friction of rotor and load (N.m.s)
#: rotor angular position (rad)

T, shaft mechanical torque (Nm)

D. Load

Here, we discuss the transmission gear of the electric scooter, which has the

equation:

L.o_n M, ©)
. W T N

motor 1Y motor
where

T;, w; : torque and rotational velocity of the load

T,, w, : torque and rotational velocity of the motor

rr. N : radius and tooth number of the load side gear wheel

Fmotors Nmowor - Tadius and tooth number of the motor side gear wheel

In addition, the transfer functions for torque and force can be expressed as:

I, xo,

Fow = (10)
v
The load equation is:
* The Road resistance:
E_ .=Mx(4,+B,xv) (11)

where

F o0 : Troad resistance (N)

Aa By :road resistance coefficient
M : weight of the scooter (Kg)

v, : speed of the scooter (m/s)
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¢ The grade resistance is a component of gravitation of ES in the direction of

ramp, expressed as:

F, =Mgsing (12)

where
g : gravity (m/s%)
6 : angle of the slope (rad)

* The aerodynamic resistance acts on the ES, expressed as:

F

wind

:%xcdxprx(ervw)l (13)

where

Fiyima : wind resistance (N)

C, : wind resistance coefficient (N « s/kg)
p: atmosphere density (kg/m3)

A : measure of area with the wind (m%)

v, v, : speed of the scooter and wind (m/s)

* To calculate the ES speed:

E‘aad = Froad + Fr + Fwinu’ (14)
F 1_F:ﬂ d

i OUl 04 15

— (15)

v=[adi (16)

E. Loss

To observe the efficiency of whole system we calculate the power and energy
loss, using the following equations.

* [nput power:
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P, =Vxi (17)
where
P, : input power (w)
V'@ input voltage (v)
i : input current (A)
* Output power:
P =vxF (18)

oul

where

P, : output power (W)
v : scooter speed (m/s)
F : output force (N)

* Power loss:

Pf!’.‘,ﬁ'.\' = Rh‘ - POM{ (19)
* Energy loss:
Energy loss = J'P,O_wdt (20)

Figure 5 shows the proposed system in Matlab/Simulink, using its the default
IGBT inverter and DC-DC converter. Thus, we assume that the loss of inverter and

converter can be neglected.
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Fig. 5 Overall system model in Matlab/Simulink
4.Simulation

The model in Matlab/Simulink is shown in Fig. 5. For simulation of the scooter,
the drive cycle will be the input of the whole system. including two kinds of drive
cycles, as shown in Fig. 6. The simulation results will demonstrate the speed of
scooter, motor velocity, power loss, supercapacitor energy and total energy of the
studied system. Figure 7 shows the speed of scooter, and Figure 8 shows motor
velocity. Comparing Fig. 7 and Fig. 8, when the speed of scooter is stable, the motor
velocity will slow down and maintain a particular speed. There are some scooter
speed transient during the change state of the driving cycle. The impulse and jitter in
Fig. 8 would be reduced by a integrator which is included in the transfer function of
torque and force and it acts as a low pass filter. It means that the motor no longer
exports more power to accelerate. In Figures 9 and 10, we discover that the curve has
a negative part when the scooter speed is stable. This part is called negative power in
the physical meaning, and it reduces the energy loss. Comparing Fig. 9 and Fig. 10,
the curve in Fig. 10 has more negative power than Fig. 9. So the hybrid electric

scooter has less energy loss than convention ES.
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Fig. 6 Drive cycle : (a) top speed 14km/hr (drive cycle [L]), (b) top speed 28km/hr (drive cycle [H])
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Fig. 10 Power loss vs. time for the proposed hybrid electric scooter : (a) drive cycle [L], (b) drive cycle [H]

We show the supercapacitor energy in Fig. 11, which also shows the operation
mode of dc-to-dc converter versus time, implementing the strategy presented in
Section 2. When the curve’s slope is positive, then the supercapacitor is discharging;
and when it is negative, it is recovering. The four curves in Fig. 12(a) are the
integrals of Fig. 9 and 10, showing the energy loss in HES or convention ES, and
drive cycle [L] or [H]. Line 1 and Line 2 in Fig. 12(a) are the energy loss of drive
cycle [H]. Figure 12(b) shows that the HES is more energy-efficient(about
10%~30% increasing) than the conventional energy management system of ES.
Consequently, we can confirm that if the battery has a parallel supercapacitor, its
energy loss will be reduced.
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Fig. 12 Energy simulation result

5.Conclusions
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This paper presents a new drive modeling for a hybrid electric scooter. The
simulation is developed using Matlab/Simulink to compare the conventional ES and
the hybrid ES. The simulation package use mathematical equations to establish the
hybrid electric scooter model, computing the power loss and energy of the HES by
using the proposed model. The simulation results show that HES is more
energy-efficient(about 10%~30% increasing) than the conventional energy
management system of ES. Furthermore, the proposed control strategy can be extend

the ES cruise range.
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Abstract

Due to the desire of almost all departments of business organizations to be
interconnected and to make data accessible at any time and any place, more and more
multi-agent systems are applied to business management. As numerous agents are
roaming through the Internet, they compete for the limited resource to achieve their
goal. In the end, some of them will succeed, while the others will fail. However,
when agents are initially created, they have little knowledge and experience with
relatively lower capability. They should also strive to adapt themselves to the
changing environment. It is advantageous if they have the ability to learn and evolve.
This paper addresses evolution of intelligent agents in virtual enterprises. Agent
fitness and fuzzy multi-criteria decision-making approach are proposed as evolution
mechanisms, and fuzzy soft goal is introduced to facilitate the evolution process.
Genetic programming operators are employed to restructure agents in the proposed
multi-agent evolution cycle. We conduct a series of experiments to determine the
most successful strategies and to see how and when these strategies evolve

depending on the context and negotiation stance of the agent’s opponent.
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1. Introduction

Doing business on the Internet is becoming more and more popular. The use the
Internet to facilitate commerce among companies and customers brings forth many
benefits, such as automated transactions, greater access to buyers and sellers, and
dramatically reduced costs. The agent-based e-commerce has emerged and become a
focus of the next generation of e-commerce. The intelligent agent act on behalf of
customers to carry out delegated tasks automatically. They have demonstrated
tremendous potential in conducting various e-commerce activities, such as
comparison-shopping, auction, sales promotion, etc [1,2].

In order to solve a problem, an agent has to have certain skills and the ability to
reason about these skills. We call the reasoning abilities as “mental” skills [3].
However, when agents are initially created, they have little knowledge and
experience with relatively lower capability. They should also strive to adapt their
negotiation strategies and tactics to the changing environment. It is advantageous if
the agents have the ability to learn and evolve. Many issues are essential in agent
evolution. Firstly, evolution of an agent is closely related with agent structure. Thus,
a suitable agent structure is one of basic concerns in agent evolution. Secondly,
agents should have their own mechanisms is advance evolution. Thirdly. in
multi-agent system, evolution of individual agent is also related with many social
concerns, such as coordination, negotiation, communication, etc. Finally, some tools
can be used to evaluate the fitness of agents in the evolution procedures..

In this paper, we address multi-agent evolution for agents in e-commerce.
Section 2 summaries our service-oriented negotiation model based on fuzzy theory
and the BDI model. In Section 3, we adopt an evolutionary approach in which
strategies and tactics correspond to the genetic material in a genetic algorithm. In
Section 4, we present an empirical study showing the relative success of different
strategies against different types of opponent in different environments. Section 5
contains our conclusion. The following diagram illustrates our flow of approach (see

Figure 1).
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BDI model
¢ Goal-driven analysis

Goals and use case model

¢ Fuzzy formalization

Soft goals and soft criteria

l Genetic algorithm

Initial generation agents

+ Cross over & mutation
New generation agents

Figure 1: The architecture of our approach

2. The Service-oriented Negotiation Model

This paper addresses evolution of intelligent agents about the mental skills.
Obviously, there is no limit to what one would like to include under what we call
mental skills. We agree that BDI model [4,5,6] provides a simple but powerful
formalism for the representation, the specification and the analysis of the mental

attributes of intelligent agent: belief, desire and intention.
2.1 The BDI Model

In the BDI architecture an agent can be completely specified by the events that
it can perceive, the actions it may perform, the beliefs it may hold, the goals it may
adopt, and the plans that give rise to its intentions [7]. The figure 2 represents the

relationships of BDI model.

Goals e
achieve (GDUC) Knowledge-based

drive
I access
Plans constraint .
(strategies) «———gopr—>| Belief

Figure 2: The BDI model of Agent
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A belief model describes the information about the environment and internal
state that an agent of that class may hold, and the strategies and tactics it may
perform. A goal model (desires) describes the goals that an agent may possibly adopt,
and the events to which it can respond. It consists of a goal set which specifies the
goal and event domain and one or more goal states — sets of ground goals — used to
specify an agent’s initial mental state. There are soft and rigid goals specified by the
users. We use fuzzy logic to represent the goals [8].

A plan model (intensions) describes the plans that an agent may possibly
employ to achieve its goals. A plan is a sequence of strategies through reasoning
mechanism (mental skills of the agent). The strategy is the combination of tactics

with various weights.
2.2 The Goal-driven Analysis

To model user the BDI model, we use GDUC (goal-driven use case) approach

[9] to structure the goals hierarchy and to analyze the plans or strategies achieving

these goals. The steps describe below.

(1) Identify actors and user’s goals to construct belief model: First, we must analyze
the organization of enterprise or the environment of e-commerce to extract the
basic knowledge for the agent. The knowledge can be build into a general
common ontology. We also identify the users and their preferences to build the
specific user-defined ontology. The ontology hierarchy can be stored into the
knowledge-based of belief model.

(2) Analyze goal hierarchy to build goal model: A faceted classification is proposed
for identifying goals from domain descriptions and system requirements. Each
goal can be classified under three facets we have identified: competence, view
and content. The facet of competence is related to whether a goal is completely
satisfied or only to a degree. A rigid goal describes a minimum requirement for a
target system, which is required to be satisfied utterly. A soft goal describes a

desirable property for a target system, and can be satisfied to a degree. The facet
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of view concerns whether a goal is actor-specific or system-specific.
Actor-specific goals are objectives of an actor in using a system; meanwhile,
system-specific goals are requirements on services that the system provides. We
use the “use case™ to structure goals hierarchy.

(3) Analyze goal model to build plan model: According to the user’s goal and use
cases, we can construct the scenarios of use cases and the possible planes to
achieve the goals. Then we also evaluate the degrees of satisfaction about the
planes. The ability of context sensitivity and evolution help agent adopt the

negotiation strategies to achieve user’s goals.
2.3 Applying Fuzzy Theory to BDI Model

To model user goals, we apply GDUC to get a set of soft and rigid goals, a set
of use cases, and a set of planes. For achieving these goals, agent must use particular
strategies to change their mental states. We can continuously change the problem
state to achieve the goal state. Thus we can apply the soft requirement [10] to
formally represent the user goals.

A user goal, g, is specified by the properties of agent’s mental state-transition
<b, g, a>, where b is the state before a plan, and a is the state after invoking the plan.
A plan or strategy can thus be specified using a pair <precondition, post-condition>.
The precondition and the post-condition describe properties that should be held by
the state b and a. A rigid goal describes state properties that must be satisfied. The
soft goal describes state properties that can be satisfied to a degree. We use Zadeh’s
test-score semantic [11] to represent the user goals. A basic idea underlies test-score
semantics is that a proposition p in a natural language may be viewed as a collection
of elastic constraints, ('; ), which restricts the values of a collection of variables
X = (X, .., X,). In fuzzy logic, this is accomplished by representing p in the

canonical form:

G =R (P)ISA (1)



98 An Evolving Bidding Strategy for Intelligent Agents in Multiple Auctions

in which A4 is a fuzzy predicate. The canonical form G implies that the possibility
distribution of R(P) is equivalent of the membership function of 4, namely /7 gp) =
4. For example, the agent helps a user to buy high quality item and can be

represented using the canonical form below:

G = Quality(goods) IS HIGH 2)

Where HIGH is a fuzzy predicate. The rigid goal is the specialization of the soft goal,

which membership function of fuzzy predicate is 1.0.

2.4 The Negotiation Strategies

A negotiation strategy is the combination of tactics with various weights. A
tactic generates a value for a single negotiation issue based upon a single criterion
(e.g. time remaining, resource remaining).

As negotiation proceeds, the goals of agent may become relevant and the
relative importance of existing criteria may vary. To reflect this fact, an agent has a
strategy that varies the weights of the different tactics over time in response to
various environmental. We extended the research [12,13] to proposed four types of
tactics described below.

(1) Time-dependent tactics

These tactics model the fact that the agent is likely to concede more rapidly as
the negotiation deadline approaches. The negotiation must have completed at the
pre-established deadline (f,). The maximum price is P,. When the deadline is

nearly up, the price approaches the P,. The function of tactics:

fi-aP, 3)
1/ pi
Bt +(1_k,)[r ! J

0 gl =1, afll=k, &ltna)=1
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(2) Resources-dependent tactics
These tactics generate offers depending on how a particular resource is being
consumed; they become progressively more conciliatory as he quantity of resource

diminishes. Here, we use the bidder tactics. The equation is:
fr=axt) P,. 4

()= k, + (- k,)[‘-’(“)JW

]
0<k =1, 1/200 < &,=<1000.

c(t) is the number of web at 0~¢, |4| is the number of active bidding web at 0 ~ tyax, .

(3) Prices-dependent tactics
Agent uses these tactics to maintain the goal of minimum price. Agent must get

the biding prices of all active bidding webs. The equation is:

Tp =@(t) + apW)(P,-a(l) (5)

; 1/ Bp
o )= %, —r—(l—kp{t J

max

0.1 =k, =03 17200< 5,=0.5

0T =)

|L(t)| is the number of active bidding webs at time t. The 7, represents the start
time of the ith bidding web. The ¢, is the end time of the ith bidding web. The v ,(?)
represents the highest price of the ith bidding web at time 1.

(4) Desire-dependent tactics
Agent does the best to buy the high quality goods to achieve the user desired.

The curve of the price will quickly approach the P,. The equation is:
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Jfa=w®) + adt)(Pr-w(1) (6)

, 1/ fd

max

075k, 509, 1675 £4=1000

3. The Evolution of Intelligent Agent

Genetic algorithm (GA) operators are employed to restructure agents in the
proposed multi-agent evolution cycle. How to encode a solution of the problem into
a chromosome is a key issue for genetic algorithms. In Holland’s work [14] encoding
is carried out using binary strings. For many GA applications, the simple GA was
difficult to apply directly because the binary string is not a natural coding. During the
past ten years, various bon-string encoding techniques has been created for particular
problems, for example, real number coding for constrained optimization problems
and integer coding for combinatorial optimization problems. In our research, a

real-coded GA uses floating-point numbers to represent genes [15].
3.1 Coding Schema

In order to find proper intelligent agent, the agent’s negotiation strategies are
coded and represent an individual. A strategy that is the combination of tactics with
various weights will determine the bidding price at time . We have three categories
of tactics: time- dependent, resource-dependent, behavior- dependent. The equation

of a strategy describes below:
SE)=wifo+w,f +wp Sy +Waty 7

OSW,,wr,wp,wd <]
Wy W, W, Wy =1

Each agent is represented as a string of fixed length. The bits of the string (the
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gene) represent the parameters of the agent’s strategy.

G :(rmax.u (j) f; kf) /5.il ,W;, k:h /5’2 ,W‘?, kj: 631 w_?, k.f, ﬁ.},w,{) (8)

3.2 Measuring a Strategy’s Fitness

A fitness function is the survival arbiter for individuals. For finding the
near-optimal intelligent agent, we propose the fuzzy multi-criteria decision- making
(FMCDM) approach as the evolution mechanisms, and the fuzzy soft goals to
facilitating the evolution process.

We may analyze the user’s goals into a goal model. Each goal can have some
criteria. The evaluation of soft goal is a satisfaction degree. The relationships
between goals will exist conflicting and cooperative. Most of the existing approaches
in multiple criteria making lack the aspect of an explicit modeling of relationships
between goals. Carlsson and Fuller [16] advocated that much closer to MCDM in the
real world than the traditional MCDM are the case with interdependent criteria. Our
previous work on Criteria Trade-off Analysis (CTA) has been on the formulation of
soft criteria based on Zadeh’s canonical form in test-score semantics and an
extension of the notion of soft condition [17]. The trade-off among soft goals is
analyzed by identifying the relationships between goals. A compromise overall
satisfaction degree can be obtained through the aggregation of individual goal based
on the goals hierarchy. The steps describe below.

(1) To compute the relationship between goals: The ¢, ¢ are two soft goal, and a is
the strategy, CF and C'P denote the set of conflicting and cooperative pairs. AP
denotes the set of all pairs. The conflicting and cooperative degree between two

goals is defined as:

Yaia) eCH @) —ola) |+ re'ad—1ca))) ©)
Yaia) e AL @)~ 1ta) |+ L@ (@) )

cfled)=
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s Naiaj) e CPU atai)—peta)| +| g (@)~ g (@) ) (10)
cacC.C )=
T Saiay) e Apll peta (@) | +) e (a1 (a) )

(2) To covert connections of the goals into DNF (Disjunctive Normal Form), and to
establish a goals hierarchy: We assume that goals specified by users are
connected by linguistic connectives in natural language. To take these
connectives into account, we proposed the use of DNF to obtain a uniform
representation of the goals. According to the conflicting and cooperative degrees,
a goals hierarchy of »n levels is defined as a tree. This tree is important in the
sense that the ordering established through the hierarchy helps alleviate the
associative problem inherited in fuzzy aggregation operator.

(3) By using fuzzy aggregation operator to compute the strategy’s fitness: An
extended goals hierarchical aggregation structure is proposed to facilitate goals
aggregation through the fuzzy and / or operator. The fitness can be obtained
through the aggregation of satisfaction degrees based on the aggregation

structure.
3.3 The Evolution Steps

All GAs use some form of mechanism to chose which individuals from the
current population should go into the mating pool that forms the basis of the next
population generation. A selection mechanism known to work well in such
circumstances 1S Tournament Selection [18]. The crossover process exchanges
genetic material between individuals. We randomly select two individuals from the
population. Crossover points are then randomly chosen and sorted in ascending order.
Then the genes between successive crossover points are alternately exchanged
between the individuals, with a probability. Mutation process works by randomly
selecting some of the genes present in the population in _rder to mutate.

The evolution of agent describes below.

(1) Initial population
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A GA requires a population of potential solutions to be initialized at the
beginning of the GA process. Here, we randomly generate some genes to create the
initial population. We also generate some genes based on the agent’s belief model.
(2) Selection Procedure

Selection procedure may create a new good population for the next generation
based on either all parents and offspring or part of them [19,20] - . A sampling space
is characterized by two factors: size and ingredient (parent or offspring). In regular
sampling. there are several replacement strategies to replace old parents with
offspring when new offspring are produced. As mentioned before, the population of
next generation was formed by roulette wheel selection [19]. When selection
performs on enlarged sampling space, both parents and offspring have the same
chance of competing for survival. An evident advantage of this approach is that we
can improve GA performance by increasing the crossover and mutation rates. We
don’t worry that the high rate will introduce too much random perturbation if
selection is performed on enlarged sampling space.

A reproduction operation allows strings that with higher fitness values would
have larger number of copies while the strings with lower fitness values have a
relatively smaller number of copies or even none at all. This is an artificial version of
natural selection (strings with higher fitness values will have more chances to
survive). For example, suppose that N strings are generated, and the fitness value of
the ith individual string is f; (i=1, .., N). Then, the probability of the ith individual

string to be selected into the mating pool is

=, (11)
>,

and the number of copies for the individual string is calculated by
n=N-P (12)

This strategy emphasizes the survival-of-the-fitness aspects of the GA. The better
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strings receive more copies and go into the mating pool so that their desirable
characters may be passed onto their offspring.
(3) Crossover

Crossover is a process to provide a mechanism for two high-fitness strings
(parents) to produce two offspring by matching their desirable qualities through a
random process [21]. The procedure of crossover is to select a pair of strings from
the mating pool at random, then, an integer position k (called the crossover point)
along the string is selected uniformly at random between | and (I-1), where | is the
string length greater than 1. Finally, according to the probability of crossover, two
new strings are generated by swapping all characters between position (k+1) and |
inclusively. For example, consider two strings A and B of the population are mated
for crossover

A=011]11001

B=100/10011
Suppose we obtain k=3 as indicated by the separator symbol "|". The resulting
crossover yields two new strings as shown below

A'=01110011

B'=10011001
where A' and B' are the strings of the new generation. Although the crossover is done
by random selection, it is not the same as a random search through the search space.
Since it is based on the reproduction process, it is an effective means of exchanging
information and combining portions of high-fitness solutions.

An agent is composed of some kinds of modules. Each module has a special
feature for a particular plan. In multi-agent system, there are two phase of crossover:
the inter-agent and intra-agent. With the inter-agent crossover, an agent exchanges a
module with another agent. The intra-agent crossover exchanges some parameters or
strategies between modules in the same agent.

(4) Mutation
Mutation is a process to provide an occasional random alteration of the value at

a particular string position [22]. In the case of binary string, this simply means
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changing the state of a bit from 1 to 0 and vise versa. A uniform mutation is first to
produce a mask randomly, then change the selected string value in the position of
mask where the bit value is "1". For example, consider the following selected string
and generated mark:
A=011100

mask M=100101
then, the 0-1 pattern of the string becomes as the following string,

A"=111100.
Mutation occurs with a small probability in the GA to reflect the small rate of
mutation existing in the real world. Mutation is needed because some digits at a
particular position in all strings may be eliminated during the reproduction and
crossover operations. Such a situation is impossible to be recovered by using only
reproduction and crossover operations. To ensure that reproduction and crossover do
not loose some potentially useful genetic materials (1's or 0's at particular locations),
in mutation phase, some bits will be changed in all the strings according to the
mutation rate (P,,). In general, the mutation rate is less than 0.05. So the mutation
plays a role as a safeguard in GA. It can help GA to avoid the possibility of

mistaking a local optimum for a global optimum.
4. Experiments and Results

Over the last few years, the number of online auction houses has increased
tremendously. To date there are more than 760 auction houses that conduct business
online. Some examples of popular online auction house include eBay, Amazon,
Yahoo!Auction, Priceline, Ubid, and FirstAuction. The types of auction that are
conducted vary from site to site, but the most popular one are English, first-price
sealed bid. In the English auction, the auctioneer begins with the lowest acceptable
price and bidders are free to raise their bids successively until there are no more
offers to raise the bid. The winning bidder is the one with the highest bid [23].

4.1 The Simulation Environment
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In this paper, a digit video is the target item. The P, is its reservation price for
the target item. The bidder is given a deadline by when it needs to obtain the item.
There are five predefined auctions running in the environment. These auctions have a
finite start time and duration generated randomly from a standard probability
distribution. The start time and the end time vary from one auction to another. The
auction starts with a predefined small starting value. The process is repeated until the
reservation price is reached or until the end time for the auction is reached. At the
start of each auction, a group of random bidders are generated to simulate other
auction participants. These participants operate in a single auction and have the
intention of buying the target item and possessing certain behavior. They maintain
information about the item they wish to purchase, their private valuation of the item
(reservation price), the starting bid value and their bid increment. These values are
generated randomly from a standard probability distribution. They start bidding at
starting bid value; when making a counter offer, they add their bid increment to the
current offer, and they stop bidding when they acquire the item or when their

reservation price is reached.
4.2 The Strategy of the Bidder Agent

The bidder agent is allowed to bid in any of the auction at any time when the
marketplace is active. The objective of the bidder agent is to participate across the
multiple auctions, bid in the auctions and deliver the item to its consumer in a
manner that is consistent with their preferences. The bidder agent utilizes the
available information to make its bidding decision; this includes the use’s reservation
price, the time it has left to acquire the item, the current offer of each individual
auction, and its set of tactics and strategies. The output of the bidding decision 1s the
auction the agent should bid in and the recommended bid value that it should bid in
that auction. The agent’s overall behavior is the amalgamation of those strategies
proposed in this paper, weighted by their relative importance to the user. Mapping

this to an auction environment, the bidder agent needs to decide the new bid value
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based on the current offer price. Let t be the current universal time across all auctions,
where te 7, and 7 is a set of finite time intervals. Let #,,,, £ be the time by when the
agent must obtain the good (i.e. .= = (), and let A be the list of all the auctions
that will be active before time f,,,,. At any time 1, there is a set of active auctions L(1)
where L(t)c A. Since each auction has a different start and end time, the bidder agent
needs to build an active auction list to keep track of all the auction that are currently
active in the marketplace. The agent identifies all the active auctions and gathers
relevant information about them. It then calculates the maximum bid it is willing to
make at the current time using the agent’s strategy. Based on the value of the current
maximum bid, the agent selects the potential auctions in which it can bid and
calculates what it should bid at this time in each such auction. The auction and
corresponding bid with the highest expected utility is selected from the potential
auctions as the target auction. Finally, the agent bids in the target auction.

4.3 Experimental Evaluation

Our experiments were run in an environment with 10 agents of the first
generation, /., = 100, 5 English auctions running concurrently, and for each auction,
there are 10 participants. If the reservation price of the agent is reached or until the
end time for the all auction is reached, we can get the bidding price, the bidding time,
and the quality of the target item for each agent. We apply the fuzzy decision making
approach to compute the fitness value of agent. Then we apply the evolution
approach to generate the next generation agents. In this particular experiment, the
mutation rate is 0.02. The simulations stop when the population is stable (95% of the
individuals have the same fitness) or the number of iterations is bigger than a
predetermined maximum (200 in our case). The results of the simulation is shown as

the following figure (Figure 3).
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Figure 3: The results of simulation
5. Conclusion

In this paper, we present a new approach for evolving intelligent agents in
e-commerce. A goal-driven approach can construct the user’s soft and rigid goals
based on fuzzy set theory. The proposed BDI model represents the mental skills of
the intelligent agent, including belief, desire, intension, and strategy. A FMCDM
approach is applied to evaluate the agent’s strategy. Agent fitness and life cycle are
proposed to facilitate and control the process of agent evolution. We construct
multi-agent evolution cycle, which includes states of restructuring, selection, and
growing. We conduct a series of experiments to determine the most successful
strategies and to see how and when these strategies evolve depending on the context
and negotiation stance of the agent’s opponent. Finally, we have demonstrated the
usefulness of agents employing a cocktail of tactics — both for different negotiation

issues and, in combination, for a single issue.
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Low Power Programming Design for Recharge Cycle Extension of a
Mobile Computer
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Abstract

Reducing power consumption is important for mobile computer design in order
to reduce the power exhaustion probability by extending the recharge cycle. Thus, in
this paper we first propose a queueing model to represent the power exhaustion
probability of a mobile computer that is dependent on power consumption and power
support. Second, to reduce power exhaustion probability, we propose a low power
programming design in order to reduce power consumption. By utilizing assembly
programming, we can reduce the execution time and thus provide the potential of
reducing power consumption and extending the recharge cycle of a mobile computer.
In our experiment, there are five testing programs with different functions for each
version in the module of a mixed mode consisting both of assembly and C language,
and of a pure C language design. In addition, by using maximum speed options of
two compilers for comparison testing, the execution times for each version of the
five testing programs are evaluated. Overall, the experimental results show that we
have obtained a reduction in execution time, so the power consumption is reduced

from one to two and half times.

Key Words: Mobile Computer, Low Power Programming, Mixed Mode,

Improvement Proportion.
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1.Introduction

Although the power consumption of computer operation depends on both the
hardware used and the software design, most researchers have investigated computer
power consumption from only a hardware point of view, resulting in substantial
improvements [1-3]. On the other hand, considering software, power management
methods and low power programming can also provide another important factor to
reduce power consumption by reducing the execution time [5-10]. Because a low
power programming technique can be used with different hardware platforms, thus
the software methods used are also important for portable information applications,
especially considering the recharge cycle of their very limited battery power sources.
Thus, by utilizing a more efficient programming language, such as assembly
language, in a mobile computer will consume less power and extend the battery
recharge cycle [4].

The user operation characteristics representing the specific service request
process and the service departure process in a mobile computer can be very random.
Therefore, in order to design a mobile computer with a long recharge cycle, we must
consider an average performance analysis of the power exhaustion probability [4].
Hence, we can use a single equivalent M/M/1 queueing model because the Poisson
arrival process and the exponential service time distribution result in very fair
assumptions for the operating characteristics of a typical mobile computer. The
defining assumptions for a Poisson arrival process are as follows. First, the
probability of one particular event arrival in a time slot is independent of arrivals in
adjacent (past or future) time slots. Second, the interval of a time slot is small enough
that the number of the event arrivals will be one or zero in those time slots [5-6].

In order to reduce the power consumption and power exhaustion probability, we
investigate possible assembly language techniques and count the execution machine
cycles of a mobile computer powered by a rechargeable battery as the experimental
platform. There are five different testing programs used, each of which emphasizes
different software features. These programs include: data I/O, memory access, and
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computation. For each testing program, we design two different versions, which
consist of either a mixed mode of assembly and C language, or a pure C language. In
addition, by using the maximum speed options of two compilers, “A” and “B”, we
record the CPU time of the five testing programs to compare each version [7-10].
The rest of this paper is organized as follows. In Section 2, we discuss the
queueing model with respect to the power charging and discharging behavior of a
rechargeable battery. In Section 3, we present Amdahl’s Law as the comparison
index for the improvement proportion by using the testing programs of a mixed mode
of assembly and C language, and of a pure C language. In Section 4, the detailed
characteristics of five testing programs, their functions and their flowcharts are
presented. Section 5 shows the experimental results of the execution time in
comparison with testing programs, including a mixed mode of assembly, a pure C
language and the maximum speed options of two compilers. Finally, in Section 6, we

provide some conclusions drawn from our research.

2.Queueing Model for Charging and Discharging of a Rechargeable Battery in a
Mobile Computer

Because of the individual differences in the operational behavior of various
users, it can be very difficult to give a precise analysis of the charging and
discharging process of a rechargeable battery. However, an approximate analysis can
be made, which can provide certain estimated characteristics of the event, the charge
arrival, and the departure processes. For the approximate analysis of the charge
arrival process and the departure process, we use a single equivalent M/M/1
queueing model, as shown in Fig. 1. The event occupancy is fulfilled by the program
execution that is in proportion to the usage of energy. And the event occupancy can
be represented in proportion to the discharging rate in the rechargeable battery.
Therefore, the equivalent model is similar to a single queue with a single-server, a
charge buffer, an average charge arrival rate of A, and an average charge departure

rate of p. Utilization of a low power programming technique is a method to both
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reduce the execution time and also reduce the average charge departure rate. Overall,
by utilizing this technique, the power consumption and the power exhaustion
probability can be reduced and hence, the recharge cycle can be extended.

Rechargeable Battery

(Engrgy Buffer)
i

Poisson energy arrival, A
e S

Exponential energy departure, ¢

Fig. 1 Equivalent M/M/1 queueing model for a dual rechargeable battery

As noted in reference [4], regarding the static properties of the M/M/1 queue,
both the average rechargeable battery energy occupancy and the probability of
using-up the energy of the rechargeable battery are readily determined once we find
the probabilities of state P, of the rechargeable battery. Here, P, represents the
probability that there are “n” units of charges in the battery and F, represents the
probability that there are zero units of charge in the battery. In other words, £, is
the probability of using up the energy in a rechargeable battery. If P, is small
enough and is based on a certain operating environment, then the power supply of the
rechargeable battery powered mobile computer system can be acceptable.

Specifically, we assume that the charge arrival process to the rechargeable battery
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Fig. 2 M/M/1 state-time diagram for the model of a rechargeable battery
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has a Poisson distribution, with a charge rate A. If we assume the charge departure
rate is exponential, with a discharge rate p, then the probability P, (f+ Ar) means
that there are n units of charges in the rechargeable battery at time “t+At”. Referring
to the state-time diagram shown in Fig. 2, if we assume that the rechargeable battery
is in state “n” at time “t+At”, then it can only have been in states “n-1”, “n”, or “n+1”
at time “t”.

The charging and discharging process of a rechargeable battery can be
represented by a typical queue. Therefore, the probability P, (7 + Ar) of the queue in
state “n” at time “t+At” can be the sum of the state probability in state “n-17, “n”, or
“n+1” at time “t”, each multiplied by the probability of charges arriving at state “n”
in the intervening “At” units of time. Thus we can generate the following equation
for P (tr+At),

P,(t+ At)= P, (O)[(1 - 2Ae 1 - pAt)+ pAtine + O(At)] (1)
+ P, (O[(Aa0)1 = uAr)+ 0(Ar)]
+ P, 087N - uar)+O(ar)]

Since O(At) includes terms of orders (Ar)”* and higher, the terms involving
(Af)* in Eq. (1) should be incorporated in O(At). Simplifying Eq. (1) by dropping
O(At) terms and higher order terms, one can obtain P,(f), as shown in Eq. (2), by

solving differential-difference equations.

o-(- AT E] T

—(A+u)m

In taking the limit as t—, we see that the terms e go to 0. Hence,

when t—»o0 the result is,

lim it P, ()= P, = (1 - i](i}n 3)

m )\ p

When A/u<1 we get a valid steady-state probability distribution, and when n=0,
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we obtain the power exhaustion probability £ .
R):l—i, O££<I @
H M
where A is the charging rate from the power generation of the sources and p is
discharging rate for the power consumption of a mobile computer system. Because
typical users do not use a mobile computer continuously, its utilization should be less
than 100%. Hence, we can consider the utilization (u.t.) and then obtain an

approximate equivalent power consumption rate of,
(%)
H = (u .t.),u

If we rewrite Eq. (4) with the equivalent power consumption rate 4 and power

generation rate A, we obtain

B A
(u.t.),u

Eqg. (6) shows the relationship between the power exhaustion probability and the

p (6)

utilization (u.t.) of a mobile computer system, demonstrating the smaller utilization
and discharging rate (u) with respect to the smaller power exhaustion probability for

a given set of parameters.
3. Amdahl’s Law for Performance Comparison

Amdahl’s Law provides a quick way to find the overall speedup from an
enhancement that depends on the following two factors:
1.The fraction of the computation time in the mobile computer that can be converted
to take advantage of the enhancement.
2.The improvement gained by the enhanced execution mode; that is, how much
faster the task would run if the enhanced mode were used for the entire program.
The execution time using the original machine with the enhanced mode will be the
time spent using the unenhanced portion of the machine plus the time spent using the

enhancement [3].
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We can transfer the overall “Speedup” of Amdahl’s Law from the primary
equation as an overall “Improvement Proportion” which can be one of the following:
execution time and power consumption:

1

Im provement . = - i
P overall Proportion, (7)

nhanced

(1 = PI' Opornionenhanced) +
Im provement,

enchanced

Then
Improvement oyerani: The overall improvement of the program performance

Pr oportion : The proportion of the program including assembly

enchanced

Im provement : The improvement proportion of the efficiency between

enchanced *

assembly and C language.

In Section 4, we obtain the overall improvement proportion by using Eq. (7) of
Amdahl’s Law.

4. Five Testing Programs and Their Flowcharts

In general, the program utilizing assembly language has both a faster execution
time and a lower program code size providing a potential for reducing power
consumption by means of the higher controllability of computer hardware using the
natural characteristics of assembly language. However, the main disadvantages of
programs utilizing assembly language is that they are difficult to design, implement
and maintain. On the other hand, the C version of the program has the characteristics
of a typical high-level programming language. In other words, C programming
language is easily use to design, implement and maintain, but has the disadvantage of
a longer execution time with higher power consumption. Therefore, if we can
integrate the characteristics of the high-level and the assembly program languages,

the mixed mode of the testing programs will provide a scalable ability in execution
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time and power consumption.

To demonstrate the different characteristics of the testing programs, we use
mobile computer systems powered by rechargeable battery as the experimental
platform of the five testing programs. For each of the five testing programs we use
two versions: a mixed module of C and assembly and a pure C module respectively.
In addition, both versions are complied by compiler A and B, which selects whether
to use a maximum speed option or not. Therefore, for each program, we can obtain
eight classes of execution times. By inspecting the experimental data, we can
therefore investigate the execution time of low power programming.

In these five testing programs, program 1 emphasizes input and output data;
program 2 emphasizes computing data before input/output; program 3 emphasizes
retrieving data from a table, and the resulting input or output data; programs 4 and 3,
instead of emphasizing input and output, emphasize “computation mathematics”. We
use different testing program structures for the same measurement of the software
characteristics, and then we explore the proportion of improvement due to
programming style.

These five testing programs and their software flowcharts are shown as follows.

3.1 Testing Program 1 (The Display Digit Shifts Left and Right)

Testing program 1 contains a function that can control the digit display by
shifting digits from left to right. When this program is executed, as it outputs data to
an /O port of the computer system, it outputs the digit from the I/O port and then
goes back to form loops. Fig. 3 shows the software flowchart of testing program 1.
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— C utput N
N + 1
no #
C all delay

N increase 1o 77

yes

Fig.3 Flowchart of testing program 1

In Fig. 3, the subprogram “DELAY” generates a delay time between the “on”
and “off” states. Fig. 4 shows the assembly code of part of testing program 1 with a
mixed module of C language and assembly language.
asm{
MOV EAX, OH
MOV ECX, aa
STAR: ADD EAX, 01H
CMP EAX, ECX
JNE STAR

}

Fig. 4 Assembly codes of part of testing program 1 with a mixed design of C and assembly (delay
function)
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Figure 5 is the source code of testing program 1 when using C language. We use
the statement “for” to control the number of times that the digit “c” is shifted either
to the left or to the right.

void delay( double n){

double a;
for(a=0.0 ; a <n; a++){;}

}
main()
{
intc=1;
double 1, g=0.0,b,e.f;
b=clock ();

printf("%d\n", b);
while(g<=10) {
for(i = 0;i<7;i++) {
printf("%d\t", ¢);
delay(0x1989680);
c=c+l;
b
printf("\n"),
for(i=0;1<7 ; i++){
printf("%d\t", c-1);

delay(0x1989680);
c=c-1;
}
printf("\n");
gt++;
i
e=clock ();

f=(e-b)/CLK_TCK;
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printf("\n%f\n%f" e, f);

return 0;

Fig. 5 Source codes of testing program 1 using C language

3.2 Testing Program 2 (Timer)

Testing program 2 uses an [/O port computer system to control a 7-segment
digit display for 0~9 of decimals. The program will show numbers between 00 and

99 like a timer, and then repeat the operation by looping. Fig. 6 shows the software

flowchart.

Counter a=0 -

v

—® Initiate array A and B

v

Counter a+1

v

Call function to display
7-segment digit

yes

no

Counter c+1 J

Fig. 6 Flowchart of testing program 2
Figure 7 shows the portion of source codes rewritten by assembly code. In
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Figure 7, the machine cycles of C source codes require 98 cycles; on the other hand,
the machine cycles of assembly codes require only 45 cycles. This is the major
reason why we can reduce the execution time by using a mixed module of C
language and assembly language.
al =a%]10; —» _asm{
cl =a/l0; Become MOV EAX, a

CDQ

DIV X

MOV cl, EAX

MOV al, EDX

}

Fig. 7 Assembly portion of the source codes of testing program 2, utilizing a mixed of C
language and assembly language

3.3 Testing Program 3 (5x7 Dot Matrix’s Digit)

The rows of the dot matrix digits are searched in a table by the computer
program. The mobile computer outputs the data by means of an I/O port. The
program outputs and displays symbols from 0 to 9 and A to H. Figure 8 shows the

software flowchart of testing program 3.
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> Set display number

v

Call function pt() to
output

Y

Call delay

Display is over?

yes

no

Fig. 8 Software flowchart of testing program 3

3.4 Testing Program 4 (Prime Numbers between 1 and 500)

In order to understand the different characteristics of programming language,
one must remember that testing programs 4 and 5 are only for computing data, and
they lack input/output. However, we want to know the effects on computation
performance in the testing program, and Fig. 9 shows the flowchart of testing

program 4.
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Counter+1

yes

Register 1s prime ™
number?

prime number+] ‘

Fig. 9 Flowchart of testing program 4

_asm{
gg;)me MOV EDX, 1
for (j = 2;j<l;i++ )M MOV AX, DX
% = Wi MOV CL, 08H
ift x==0 ) SHR EDX, CL
n++; SHR EDX, CL
) DIV j
CMP DX, OH

JNETT
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INC n
TT

)

Fig. 10 Assembly portion of testing program 4 in a mixed design

In C language, we use a “division” statement to find prime numbers. The
register variable “x” saves remainders from dividing into two numbers, and the
statement “1f” checks whether the remainder is equal to zero or not. In Fig. 10, the
number of machine cycles needed by the “for” loop is 61; on the other hand, the
number of machine cycles needed for the equivalent assembly codes by the “for”
loop 1s 54. This reduction again can reduce both the execution time and the power

consumption of mobile computers.
3.5 Testing Program 5 (Multiply Two 100%100 Matrices)

Testing program 5 only emphasizes data computation, without utilizing
mput/output. “SEG1” and “SEG2” save two 100*100 matrices separately. In
assembly language, we use the instruction “MOV” to obtain the data from the two
matrices separately, and we save them to register variables “A” and “B”, respectively.
Then to obtain the answer, we multiply two variables in the registers. In the C

language design, we obtain the answer that uses the statements “for”.
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Set up 100*100 matrixe's
data(SEG1,SEG2)

v

Calculate SEG1's column
i and SEG2's row j and il
get data of matrix 1, J

P
Does it calculate

all of elements in
100*100 matrix?

Fig. 11 Flowchart of testing program 5

c=(ctAl[i][a]l*Bl[a][]]); —* b=A[i][a];
Become d=B[a][]];
_asm{
MOV EAX, b
IMUL EAX, d
ADD ¢, EAX

}

Fig. 12 Assembly part of testing program 5 in a mixed design
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In the mixed mode version, we again use assembly code to replace the part of
the testing program in the “for” structure statement that, by looping, computes each
element of the matrices. In Fig. 12, the number of machine cycles is 55 for the C
codes loop; on the other hand, the number of machine cycles is 53 for the equivalent
assembly codes used in the matrix operation. This reduction is very limited, so the
reduction of the execution time is also limited, and we can save only a little power

consumption.
S. Experimental Data of Five Testing Programs

The five testing programs have been designed for the different functions, as
described and shown in the above section. Furthermore, since the five testing
programs are implemented by utilizing different versions of various programming
languages, the execution times can be different. Therefore, in this section, we will
record the differences in the execution time and power consumption for the two

versions of the five testing programs.
5.1 Execution Time

Table 1 and Fig. 13 show the relationship for the different execution times of

the three versions of five testing programs.

Table 1 Execution time of five testing programs

“A” compiler | Programl Program?2 Program3 |Program4| Program5
C language [193.511sec.| 15.801sec 8.947sec. |2.181sec.| 9.723sec.
C language

31.338sec. | 16.049sec. 3.922sec. |0.439sec.| 9.887sec.
(max speed)

Mixed mode | 18.158sec. | 15.566sec. 2.196sec. 0.428sec. | 9.281sec.
Mixed mode

(max speed)

18.197sec. | 15.703sec. 2.209sec. 0.44sec. | 9.349sec.

“B” compiler
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C language |187.031sec.| 17.682sec. | 22.195sec. |2.416sec.| 14.236sec.
C language

184.702sec.| 18.105sec. 11.473sec. | 1.306sec. | 13.780sec.
(max speed)

Mixed mode | 19.311sec. | 16.957sec. 2.245sec. 1.169sec. | 13.247sec.

Mixed mode

180.520sec.| 17.308sec. 2.239sec. | 1.237sec.| 12.907sec.
(max speed)

Exection time
seconds

B "A" compiler-C language

B “A" compiler-C language(max
speed)
O “A" compiler-mixed mode

0O "A" compiler-mixed mode(max
speed)
B “B" compiler-C language

@ "B" compiler-C language(max ¥ /4
specd) —

B "B" compiler-mixed mode program] program?2 program3 program4 program3

O "B" compiler-mixed mode(max
speed)

Figure 13 Execution time of five testing programs

Clearly, by examining the relationships between the various execution times, we
can obtain the improvement proportion for the execution time by using Eq. (7) in

Section 3, which can be shown as follows.

For the testing program 1, we have

=(193.511-18.158)/193.511 =0.906165541
=193.511/18.158 =10.65706576

The overall improvement proportion of testing program 1 can be shown by Eq.

Pr oportion

enhanced

Im provement

enhanced

(8
. r 1 5.587 (8)
rovement ., . = ' 7
P overall . Pr opor { LOR,, hinced
(1 —Pr Opornonenhunced) .3
Im provementcnhuncﬁd
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The overall improvement proportion of the testing program 2~5 can be obtained
using the same procedure as shown Eq. (8).

The average improvement proportion of the five testing programs is:

(5.587+1.0003+2.326+2.825+1.002)/5 = 2.5 9)

From the above comparison, we can see that the execution time using assembly
language is shorter than by using C language. In other words, the average power
consumption will be less by using assembly language.

In our experiment, the difference between assembly and C language execution
time can reach 1 ~ 2.7 times. This is a very important factor for the reduction of
power consumption of portable information systems. If we can reduce the power
consumption of a portable information system, then the recharge cycle can be

extended and the convenience of usage will also be increased. Table 2 shows, from

an execution time point of view, the average proportion of improvement.

Table 2 Relationship of average proportion of improvement of five testing programs

Improvement|Improvement{Improvement|{Improvement

ratio of ratio of pure [ratio of ratio of pure

mixed mode |C design by mixed mode |C design by

design by  |using design by  [using

using compiler “A”jusing compiler “B”

compiler “A”with compiler “B” with

without optimum without optimum

optimum option optimum option

option option
IProgram 1 5.587 1.214 5.104 5.249
Program 2 2.326 1.235 5.2069 2.838
Program 3 2.825 1.004 1.3627 1.003
Program 4 1.0003 1.0016 1.0017 1.0461
IProgram 5 1.002 1.003 1.004 1.004
Average Improvement Ratio 2.54806 1.09152 2.73586 2.22802
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From Table 2, we determined that an average proportion of improvement of five
testing programs was an energy improvement of 1.7 times. Especially, in the mixed
mode design, we can reduce the discharging rate (i) by about 2.5 times that obtained
from the average of the improvement ratios in Table 2 by using compilers “A” and
“B” without a maximum speed option. Therefore, we rewrite equation (6) as
A =1_2.5-}L (10)

f1/2.5 ()
Eq. (10) shows the initial relationship and the improved relationship with low

power programming for ratio A/ sz, utilization u.t., and operation time. The recharge

P, =1

cycle, or operation time depends on u.t., A and z. The discharge rate, u, is
reduced 2.5 times, therefore, we can extend the recharge cycle of a mobile computer
by 2.5 times. In other words, the operation time can be extended to 7.5 hours, as

compared to 3.0 hours without using any low power programming technique.

6.Conclusions

For the study of the low power programming design of the mobile computer
system powered by a rechargeable battery, we use C language, and a mixed mode of
C language and assembly language. In our experiment, we use the maximum speed
options of two compilers to investigate five testing programs. The experiment results
show that there is a potential energy improvement of 1.7 times as a result of the total
effect of all versions from Table 2. Finally, if the average proportion of improvement
makes use of low power programming without the maximum speed option of
compiler “A” and “B”, the operation time can be extended to 7.5 hours from 3.0
hours by using a mixed mode design. From the results of the above experiment, it
can be seen that the low power programming design can be a viable scalable method
based on software technology to extend the recharge cycle.

In the future, our research results can be incorporated into a low-power compiler
that can automatically generate low-power machine code to handle mobile
information applications such as “AutoCad”, “MatLab” and “Words” with less
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power consumption. Before this compiler has been designed, we can trace high-level
source program and locate some often used modules, and then rewrite them by
assembly language to reduce the execution time. Therefore, we can obtain scalability
for the reduction the power consumption of mobile computers based on the use of the

portion of assembly code in the application software.
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A Practical Receipt-Free e-Voting Scheme Based on Smart Cards
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Abstract

Bribe and coercion are common in traditional voting systems and usually lead to
a biased result that imparts the desired democracy. However, these problems become
harder to solve in e-voting schemes. Unfortunately, existing e-voting schemes can
not effectively provide receipt-freeness and uncoercibility. This paper presents a
secure e-voting scheme that can be realized with current techniques. By using simple
physical voting booths, bribers and coercers can not monitor the voter while he votes.
By using smart cards to randomize part of content of the vote, the voter can not
construct a receipt. Since the added randomness can not be controlled and learned by
the voter, receipt-freeness and uncoercibility are effectively achieved or at least
lessened. Particularly, the proposed e-voting scheme is practical in that its
assumptions are quite appropriate for realistic environments. Furthermore, its
performance is optimal in that time and communication complexity for the voter is

independent of the number of voting authorities.
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1. Introduction

Voting is regarded as one of the effective methods for individual to express their
opinions on a given topic. Generally, not only the intentions of the voters but also the
voting methods will affect the voting results. Traditional paper-based voting methods
are inconvenient for voters and then will more or less affect the accuracy of the
voting results. For example, voters living far from their domiciled homes may waive
their voting rights. Hence, we are motivated to develop an e-voting scheme capable
of providing more efficient voting services than the traditional paper-based voting
methods. Inevitably, the development of a secure e-voting scheme is difficult since it
also allows for the possibility of adversaries to affect or even disrupt voting in an
easler way once it contains a security flaw.

The e-voting scheme is an example of secure multi-party computations. In 1982,
Chaum [Cha81] pioneered the notion of e-voting, and several concrete schemes, e.g.,
[DLM82] and [Yao82], were subsequently proposed. However, these early e-voting
schemes are unsuitable for being deployed in large-scale environments because a
failure of a single voter would disrupt the entire voting. Later, many e-voting
schemes, e.g., [CF85], [Cha88], and [FOO92], for large-scale environments have
been proposed. Chaum [Cha88] described an e-voting scheme based on the sender
untraceable email system, which assumes that at least one mix is trust. Based on
multiple key ciphers, Boyd [Boy87, Boy90] proposed an e-voting scheme, which is
limited because the voting authority can falsify the ballots. Since knowledge of the
intermediate results could distort further voting, Fujioka er al. [FOO92] proposed an
e-voting scheme capable of solving the fairness problem by using the
bit-commitment function. No one, including the voting authority, can know the
intermediate result of the voting. They also proposed another e-voting scheme
[OFO93] based on a public bulletin board, which is realized by a committee of
several members that can perform the same function as the mix in [Cha81].
Unfortunately, the security of their e-voting schemes relies on the cooperation of the
voters. Cohen and Fisher [CF85] initially proposed an e-voting scheme based on the



B EzE (ETHH) 5536 1Y 139

homomorphism encryption technique, which can conceal the content of votes. Next,
similar e-voting schemes have been proposed by Benaloh and Yung [BY86] and
Sako and Kilian [SK95], respectively, with each one having its merits and
limitations.

In traditional voting systems, a voting booth not only allows voters to keep their
vote secret, but also prevents vote-selling and coercion. The notions of
receipt-freeness and uncoercibility for e-voting were introduced by Benaloh and
Tuinstra [BT94]. Receipt-freeness ensures that the voter is convinced that his vote is
counted without getting a receipt. Uncoercibility ensures that the voter is not able to
convince the coercer of the value of his vote. Although the concepts of uncoercibility
and receipt-freeness are not the same, the term ‘receipt-freeness’ has been used in the
literature as the widespread expression to represent both the receipt-freeness and
uncoercibility for their similarity. In this paper, we also adopt this convention. Most
e-voting schemes without using voting booths sacrifice receipt-freeness in order to
establish correctness for the voting results, i.e., the voter can get a receipt to check
his vote. In these schemes, the voter may be bribed or persecuted to vote for a certain
candidate and is possibly obliged to vote under the supervision of the bribers or
coercers. Preventing such threats in e-voting schemes has been the subject of recent
research. So far, most receipt-free e-voting schemes [BT94, NR94, SK95] rely on
some physical assumptions such as:

* An untappable channel from the voter to the voting authority: a channel that
can guarantee the message sent from the voter to the authority is perfectly
secret to all other parties.

e An untappable channel from the voting authority to the voter: a channel that
can guarantee the message sent from the authority to the voter is perfectly
secret to all other parties.

e A voting booth: a physical booth that the voter can cast his vote through a
confidential channel between him and the voting authority.

However, the briber or the coercer can prescribe private random bits that the

voter must use. Hence, these schemes do not effectively provide receipt-freeness. To
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achieve actual receipt-freeness with current techniques, physical voting booths
should be employed. Although it is inconvenient for the voter to cast his vote from a
physically isolated voting booth in a dedicated network, however, there is no way to
prevent the briber or the coercer from monitoring the voter while he votes by using a
personal computer.

In summary, a secure e-voting scheme can be defined as in the following:

Definition 1. An e-voting scheme is secure if it satisfies:

o Completeness: all votes are counted correctly.

o Privacy: all votes must be secret.

o Unreusability: no voter can vote twice.

e Eligibility: only the eligible voters can vote.

e Fairness: no one can know the intermediate results of the voting.

o Verifiability: the result of the voting can be verified.

e Receipt-Freeness: the voter cannot reveal his vote to others.

Undoubtedly, a theoretically secure e-voting scheme is impractical if at least
one of its assumptions is unreasonable. For example, schemes with multiple stages
based on the assumption that no voter abstains from the voting in the intermediate
stages are impractical. In this paper, we will describe a practical receipt-free e-voting
scheme based on smart cards. The proposed e-voting scheme is an improved version
of Cramer-Gennaro-Schoenmakers e-voting scheme [CGS97]. Physical voting
booths are used to achieve receipt-freeness. To provide convenience to voters,
sufficient voting facilities are supplied in sufficient public voting booths. In contrast
to the traditional voting system, the voter can choose any voting booth convenient
and safe to him to vote.

The rest of this paper is organized as follows. Section 2 briefly reviews related
works on receipt-free e-voting schemes. Section 3 describes the proposed e-voting
scheme. Next, Section 4 analyzes the security of the proposed scheme. Conclusions

are finally made in Section 5.
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2. Related Works

Benaloh and Tuinstra [BT94] initially introduced two receipt-free e-voting
schemes using physical voting booths. To achieve universal verifiability, they
employed a special bulletin board, which is like a broadcast channel with memory to
the extent that any party can see the contents of it and each voter can post ballot by
appending the ballot to his own designated entry. In particular, no party can erase
anything from the bulletin board. The ballot does not reveal any information on the
vote but it is ensured by an accompanying proof that the ballot contains a valid vote
and nothing else. After that, many receipt-free e-voting schemes have been proposed.
Hirt and Sako [HS00] showed that Benaloh-Tuinstra e-voting scheme is not
receipt-free, and then proposed an efficient receipt-free e-voting scheme that assumes
the existence of one-way untappable channels from the authority to the voter.

Cramer, Franklin, and Schoenmakers [CFSY96] described an e-voting scheme
that can provide information-theoretic privacy by employing multiple voting
authorities. The time and communication complexity for the individual voter is linear
in the number of voting authorities. Later, Cramer, Gennaro, and Schoenmakers
[CGS97] proposed another e-voting scheme, whose performance is claimed to be
optimal in that time and communication complexity for the voter is independent of
the number of voting authorities. The above two e-voting schemes also assume the
untappable channel, and satisty all requirements except for receipt-freeness. Recently,
Magkos et al. [MBCO01] proposed a receipt-free e-voting scheme based on the virtual
voting booth, which is implemented with a smart card. In particular, untappable
channels are not required in their scheme. Receipt-freeness is achieved by
distributing the voting procedure between the voter and the smart card. The voter and
the smart card jointly contribute randomness for the encryption of the vote. Within
the virtual voting booth, the voter interactively communicates with his smart card. It
is assumed that, during the very moment of voting, the briber or the coercer does not
monitor the voter. However, it is an unreasonable assumption, i.e., the use of the
virtual voting booth cannot effectively provide receipt-freeness in practical
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environments.
3. The Proposed e-Voting Scheme

In this section, we will describe a practical receipt-free e-voting scheme based
on smart cards. Most of the techniques used in our scheme are adopted from [CGS97]
and [MBCO01]. The model of the proposed scheme involves many voters and »n voting
authoritics. A bulletin board on which each active participant can publish
information is installed to store all ballots. All communications through the bulletin
board is public and can be read by any party. No party can erase any information
from the board, but each active participant can append messages to its own
designated entry. It is assumed that no more than 7-1 voting authorities conspire.
Moreover, we employ physical voting booths that can perform voter authentication
and generate random numbers, and are only protected by guards. However, we do
not assume that the voting booth should guarantee the security of the communication
between the voter and the voting authorities. The system architecture of the proposed

e-voting scheme is shown in Fig. 1.

e e
Voting

Public Bulletin Authority

NFaris Board

Voting

Authority

j ( Voting )
Voter . Lol -
PN Voling Authority

—| ——————— Y

sC | Booth

Result

Fig. . System Architecture of the Proposed e-Voting Scheme
The proposed e-voting scheme relies on a homomorphic version of the ElGamal

cryptosystem [EIG84]. Our construction works in subgroups G, of order g of Zp*,

where p and g are large primes such that g| p-1, and g and G are generators of G,.
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Given a message m, the encryption of m is the ElGamal encryption of G” with base g,
ie., (x,y) = (g" h°G™), where h = g’ is the public key, s is the secret key, and a is a
random number. All operations are modulo p. For clearness, we drop the operator
mod p throughout this paper. Due to the homomorphic properties of the used
encryption method, a particular ElGamal encryption scheme, the final tally is
verifiable to any observer. Privacy of individual ballot is guaranteed partly by the
security of the ElGamal cryptosystem used to encrypt the vote. To join the system,
the voter has to register first to the voting authority. After authentication, the voter
will get a personal smart card, which contains the public encryption key of its owner,
the public encryption key of the distributed voting authorities, and a secret signature
key, with the corresponding certificate. It is assumed that the smart card is
tamper-proof and can be activated only by using the correct password.

During voting, the voter posts a ballot accompanied with a proof that the ballot
contains a valid vote, without revealing the actual content of the vote. Both the
voting booth and the smart card contribute randomness to the ballot so that the voter
cannot construct a receipt. The voter has to be convinced that the voting booth has
done things correctly, but without finding out the randomness added by it. Before the
ballot 1s submitted to the bulletin board, the voter must be given a proof of
correctness of the encryption performed by the voting booth. The proof must be
non-transferable; otherwise, it may be used as a receipt for this ballot. For this
purpose, the verifier can be implemented by using either the beacon [Rab83, Ben87]
as a trusted source of random bits or the Fiat-Shamir heuristic [FS86], which is being
used in the proposed e-voting scheme. There should be an authenticated channel,
which only the voter uses to submit the encrypted vote to the bulletin board. A digital
signature scheme, e.g., RSA or DSA, is used to control access to the various entries
on the bulletin board. The vote should be encrypted with the public key shared by the
voting authorities to achieve vote secrecy, and the voter must not know the
corresponding private key for decryption. A key generation protocol is used to
generate the private key, denoted by s, jointly shared by all the n voting authorities.
The secrecy of the votes is protected against coalitions of up to -1 authorities.
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Encrypted votes are accumulated when ballots are aggregated. A decryption protocol
[Ped91, Ped92] is invoked by the voting authorities to jointly decrypt the tally of the
accumulated votes without explicitly reconstructing s.

Let SC, denote the smart card of voter i, VB a physical voting booth, and BB the
bulleting board. The expression ‘Alice — Bob: m’ represents that Alice sends m to

Bob. The protocol of the proposed e-voting scheme can be described as in the

following.
Ballot Generation Phase (please refer to Fig. 2)

Ballot Generation Phase can be invoked at any time prior to the deadline of

voting.

authentication

¥

F

e(+1), e(-1) in a random order

v

Voter E(Hy), E(-9) Voting

/| Booth
|~ Interactive Zero-KnowIeﬁgN
\j Proof of Validity /

Smart
Card

Fig. 2. Ballot Generation Phase
Step G1. Voter i:
e goes to a VB that is convenient and/or safe for him.
o authenticates to VB together with his SC, that has been activated by the
correct password.
Step G2. Voter i
o uses SC, to generate two random numbers r; and r».
e uses SC; to compute e(+1) =(g",4"G) and e(-1) =(g".h" /1 G).
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e — VB:e(+v),e(—v). //visrandomly selected from {1,—1} //
Step G3. VB:

e generates two random numbers R, R,.

e computes

E(+v) =(e,(+v)g" e, (+v)h")
E(—v) =(e,(—v)g™ ., e, (—v)A™),

where e(x) = (e)(x), ea(x)).
o generates a random number W and computes (P, Py) =(g" ,h").
o generates a random number W, and computes (xa;, v) =(g"" , h"").
o — Voter i: E(+v), E(—v), (P4, Ps), (b1, Vo).
Then, Steps G4 ~ G6 are executed K times. The value of K depends on how Voter i
can be convinced that VB has done things for him correctly in Step G3.
Step G4. Voteri — VB: c. // ¢ is a random challenge //
Step G5. VB:
o computes res; = W+ Rjc and res; = W+ Ryc.
s — Voter i: resy, ress.
Step G6. Voter i:
e computes (g, h")and (g™, h").

P if(gre.vl ?’:Pu(gk')c \/((gre.v2 #Pa(ng)c \/(hre.s" in(hRI )(; \/(hresz ¢Pb(hR1 )c’
goes to Step G2.
Ballot Casting Phase (please refer to Fig. 3)

Ballot Casting Phase can be invoked at any time prior to the deadline of voting.
For Voter i, he will enter this phase after finishing the steps specified in Ballot

Generation Phase.
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Generate a ] Ballot and Non- .
Voter Ptﬂ:fof of Voting | Interactive Zero- Bulletin
Valfd_lt}’ fora § Booth Knowledge Board
jointly Proof of Validi

encrypted vote

Smart
Card

Fig. 3. Ballot Casting Phase
(Case 1) if Voter i chooses to vote E(+v) = (x, y) =(g""™ ,i" " G"),

r ifv=+1
wherer = . :
r, ifv=-1

Step C1. Voter i:
e uses SC; to generate random numbers W,, ran;, and d,, and compute (a1, b;)
=(g"" ()", /™ (yG*)") and (az, b2) =(g" ™" , W),
» uses SC; to compute B = H(ID,, x, y, a1, by, az, by) and d = d» = B — d,.
Step C2. Voteri — VB: B, d.
Step C3. VB — Voter i: rp1 (= Wi+ Rid) and rpp (= Wiy + Rod).
Step C4. Voter i:
e uses SC; to compute rany = W,,— rd + rp.

o — BB : E(+v), ai, by, @z, b, dy, db, ram, ramy, B, with signature.

(Case 2) if Voter i chooses to vote £(—v) = (x, y) =(g"""* ,h""G"),

{r, if v=+I1
where r = :

r, ifv=-1
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Step C1. Voter i:
» uses SC, to generate random numbers W,,, ran,, and d>, and compute (a;, b))
:(gW‘,,e-WM , hW”-v—H’h, ) and (az, bz) - (granz (x)d2 ,hmnl (va)dZ ) )
» uses SC, to compute B = H(ID;, x, y, a1, by, a2, by) and d = d, = B — da.
Step C2. Voteri — VB: B, d.
Step C3. VB — Voter i: rp; (= Wi+ Rid) and rpp (= Wi+ Rad).
Step C4. Voter i:
o uses SC, to compute ran, = Wy, — rd + rpp.

o — BB : E(—v), ay, b1, a3, by, dy, db, ran, ran,, B, with signature.

Public Verification Phase (please refer to Fig. 4)

Public Verification Phase can be invoked at any time prior to the tallying phase.

Public \ Check the Authenticity Bulletin
Board
Ql—ﬂ, Check the Validity

Fig. 4. Public Verification Phase

Step V1. Any party can:
e check the authenticity of (E(+v)/E(—v), ai, by, az, bs, d, d>, ran,, ranz, B)
by verifying its corresponding signature in each entry on BB. If fails, the
representative Voting Authority should clean the entry; otherwise, any

party can ask the representative Voting Authority to do so.
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e verify the validity of E(+v) (or £(—v)) = (x, y) by using its corresponding
(a1, by, az, by, di, da, ran), rany, B) in each entry on BB. If fails, the
representative  Voting Authority should mark the entry as INVALID
BALLOT; otherwise, any party can ask the representative Voting Authority

to do so.
Tallying Phase (please refer to Fig. 5)

Tallying Phase is invoked only once after deadline of the whole voting.

Voting
Authority

. Jointly decrypt the tally
Bulletin Voting in a threshold-lke way | o .
Board Authority without explicitly
reconstructing secret key

Voting
Authority

Fig. 5. Tallying Phase

Step T1. Voting Authorities:

o compute (X, ¥) =(H X, ,n ¥,), where x; and y; denote the valid x and y of
Voter i, respectively.

¥
=G by using the decryption

5

e [ voting authorities jointly compute W =

protocol specified in [Ped91, Ped92].

e determine final tally 7 from W.
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e announce the result.
4. Security Analysis of the Proposed e-Voting Scheme
In this section, we analyze the security of the proposed e-voting scheme.

Lemma 1 (completeness). All votes are counted correctly in the proposed e-voting

scheme.

Sketch of Proof: Since the bulletin board is open to the public and no ballot can be
erased from the bulletin board, any party can verify the validity of each ballot.
Therefore, no valid ballot posted on it can be dropped or wrongly handled. Due to the
homomorphic properties of the used encryption method, the final tally is the sum of
the votes contained in all valid ballots, i.e., all votes are counted correctly. Hence, the

proposed e-voting scheme satisfies completeness.
Lemma 2 (privacy). All votes must be secret.

Sketch of Proof: Since the vote is encrypted with the public key shared by the voting
authorities, it can be individually decrypted from its corresponding ballot only by
using the private key jointly shared by voting authorities. This decryption can be
correctly performed only when ¢ or more voting authorities participate. However, it
contradicts the assumption that no more than #-1 voting authorities conspire. On the
other hand, the adversary can directly decrypt the cast ballot only when he has solved
the discrete logarithm problem, which is computationally infeasible by using current

techniques. Therefore, the proposed e-voting scheme ensures privacy.
Lemma 3 (unreusability). In the proposed e-voting scheme, no voter can vote twice.

Sketch of Proof: Each ballot is posted in the entry designated to the voter on the
bulletin board in an authenticated manner. Since a digital signature technique is used
to control access to the entries of the bulletin board, any party can verify the

authenticity of each ballot by verifying its signature. If a voter wants to vote twice,
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he has to cast his extra ballot in the entry designated to another voter. However, his
extra ballot will be rejected because he can not generate the correct signature for it.
In addition, since each ballot should be accompanied with a proof that it contains a
valid vote, i.e., +1 or —1, he can not cast a ballot containing the vote with an invalid
value, e.g., +2, -2, and so on. Therefore, the proposed e-voting scheme satisfies

unreusability.

Lemma 4 (eligibility). In the proposed e-voting scheme, only the eligible voters can
vote.

Sketch of Proof: As stated in proving Lemma 3, each ballot, containing the signature
of the voter, is posted in the entry designated to the voter on the bulletin board. No
one except the certification authority can impersonate as an eligible voter to vote. In
addition, the certification authority will be caught if he undertakes such an
impersonation. Note that even if the voting authorities conspire, they can not
impersonate as an eligible voter to vote. Therefore, the proposed e-voting scheme

satisfies eligibility.

Lemma 5 (fairness). No one can know the intermediate results of the voting in the

proposed e-voting scheme.

Sketch of Proof: The private key jointly shared by voting authorities can only be used
in the tallying phase once to decrypt the encrypted final tally. It is only when ¢ or
more voting authorities conspire prior to the tallying phase that the decryption can be
performed to obtain intermediate result. However, it clearly contradicts the
assumption that no more than -1 voting authorities conspire. Hence, the proposed

e-voting scheme provides fairness to the voters.

Lemma 6 (verifiability). In the proposed e-voting scheme, the result of the voting

can be verified.

Sketch of Proof. Since the public can verifies the authenticity of each ballot by
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verifying its signature and no ballot can be erased from the bulletin board, we can
also verify the integrity of the encrypted final tally. Due to the homomorphic
properties of the used encryption method, the final tally is verifiable to any observer

of the election. Thus, the proposed e-voting scheme satisfies verifiability.

Lemma 7 (receipt-freeness). In the proposed e-voting scheme, the voter cannot

reveal his vote to others.

Sketch of Proof: By employing physical voting booths, no one can monitor the voting
process of other voters. Since the voter can not control the randomness added to the
vote, he can not construct a receipt. During voting, the voter posts a ballot
accompanied with a proof that it contains a valid vote, without revealing its actual
content. Both the voting booth and the smart card contribute randomness to the ballot
so that the voter cannot construct a receipt. The voter has to be convinced that the
voting booth has done things correctly, but without finding out the randomness added
by it. Before the ballot is submitted to the bulletin board, the voter must be given a
proof of correctness of the encryption performed by the voting booth. By employing
the Fiat-Shamir heuristic [FS86], the proof for each ballot is non-transferable and can
not be used a receipt. In summary, the proposed e-voting scheme satisfies

receipt-freeness.
Theorem 1. The proposed e-voting scheme is secure.

Sketch of Proof: According to Lemma 1 ~ Lemma 7, we conclude that the proposed

e-voting scheme is, by Definition 1, secure.

5. Conclusion

In the past, the development of e-voting schemes focuses on providing the
utmost convenience to the voter in that the voter can vote at any place by using a
personal computer with Internet accessing capability. Bribe and coercion are
common in traditional voting systems and usually lead to a biased result that imparts
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the desired democracy. These problems become more terrible and harder to solve in
an e-voting scheme. Although many e-voting schemes are claimed to provide
receipt-freeness, bribe and coercion can not be effectively prevented since the voter
may be bribed or coerced to vote for a certain candidate and is obliged to vote under
the supervision of the briber or the coercer. To effectively solve or at least lessen
these problems, physical voting booths should be used again. So far, several modern
e-voting schemes using physical voting booths have been proposed. These schemes
are good, but they are not ideal enough. In these e-voting schemes, the briber or the
coercer can prescribe private random bits that the voter should use, 1.e., these
schemes do not effectively provide uncoercibility.

This paper has described a secure e-voting scheme that can be realized in
practical environments. As all votes are counted correctly, it satisfies completeness.
Moreover, no voter can vote twice, therefore, it satisfies unreusability. Since only the
eligible voters can vote, it meets the requirement of eligibility. Because no one can
know the intermediate results of the voting, it satisfies fairness. Additionally, it
satisfies verifiability since the result of the voting can be verified. In particular, since
the voter can not reveal his vote to others, it satisfies receipt-freeness, which actually
represents both uncoercibility and receipt-freeness. By using physical voting booths,
bribers and coercers can not monitor the voter while he votes. By using smart cards
to randomize part of content of the vote, the voter can not construct a receipt. Since
the added randomness can not be controlled and learned by the voter,
receipt-freeness and uncoercibility are effectively achieved or at least lessened. In
summary, the proposed e-voting scheme is practical in that its assumptions are quite
appropriate for realistic environments. Furthermore, the performance of the proposed
e-voting is optimal in that time and communication complexity for the voter is
independent of the number of voting authorities. Although the proposed e-voting
scheme only offer the voter a choice between two options, it can be extended, e.g.,
by using the techniques described by Cramer, Franklin, and Schoenmakers
[CFSY96], to provide multi-way voting, i.e., the voter can choose to vote between

several options.
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Abstract

Practitioners are interested in small sample property. but the exact confidence
interval estimation for most models in such case is either impractical or impossible.
Instead, approximate confidence intervals based on the asymptotic normal theory for
the maximum likelihood estimators are widely used in applications. However, for
small samples, the z,/, in the approximate confidence intervals is no longer the
right value. A good confidence interval for small samples is therefore the one that
has the smallest miss rate. In capability study, the index Cy is used more often than
any other existing indices at the present time for measuring process capability. In this
research, we compare four approximate confidence intervals for both small and large

samples of the process capability index Cpx based on miss rate.
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1. Introduction

A process capability index is a numerical measurement that provides
information on whether a production process is capable of producing items within
the specification limits predetermined by the designers. Recent research and
advances made in this subject are neatly summarized in Kotz and Johnson (1993),
Kotz and Lovelace (1998) and Bothe (1997) among others. For statistical inferences
problem, Chou er al. (1990), Zhang et al. (1990), Bissell (1990), Kushler and
Hurley (1992), Franklin and Wasserman (1992), Nagata and Nagahata (1994),
Chen and Hsu (2002) studied (approximate) confidence bounds for capability indices.
Among others, the index Cy is used more often than any other existing indices at the
present time for measuring process capability.

Practitioners are interested in small sample property. but the exact confidence
interval estimation for most models in such case is either impractical or impossible.
Instead, approximate confidence intervals based on the asymptotic normal theory for
the maximum likelihood estimators are widely used in applications. However, for
small samples, the z,/, in the approximate confidence intervals is no longer the
right value. For a given confidence interval, the probability that such random
interval does not cover the true value of the parameter is called the miss rate of the
procedure. A good confidence interval for small samples is therefore the one that has
the smallest miss rate. In this article, we do simulation study on four approximate
confidence intervals of the process capability index Cpk via miss rate for both small

and large samples.
2. Confidence Intervals of Cpy.

Let LSL and USL be the lower and the upper specification limits of a product
characteristic X, respectively. Denote d=(USL-LSL)/2 as the half-length of the
specification limits, M= (USL+LSL)/2 as the midpoint of the specification limits.
Kane (1986) proposed the process capability index Cpx, which is defined as the

following:
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Define C,, =M
3o
p~LSL
C, = .
3o

then  C,y =min(C,,.C,)

_ dA|u~M|
Rle; '

From the definition, one can see that Cy and Cp, measure how close the outer tail of
the process distribution is to the specification limits. And C, measures the worst
one.

When parameters p and o are unknown, the index must be estimated. Let X,

2
— n n -
X2, ... . Xn be a sample from N(p,o0°). Define X =Y X:/n, S? :lZ(X-l —X) ,

i= g
d-[X-M|
3S
(1989) had derived the exact distribution for Cy for normally distributed data.

Consider the maximum likelihood estimator C, = . Chou and Owen

However, the expression is too complicated, and is not analytically attractable.

The development of a confidence interval for Cy is a tricky task, some authors
have derived their own version of confidence limits for C,. Some existing
approxirhate confidence intervals for C,x are now reviewed.

(1)BISSELL (Bissell (1990))

A
L Cpk2

on  2(n—1)

A A
CPk_Za/2 D CPk"'Za/Z

(2INNCI-1 ( Nagata & Nagahata (1994))
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A

=2
1 cC
Cpk+24/2 Pk

1
+ + .
on 2(n—-1) 30Jn

1
— 4 -
on  2(n-1) 30vn ’

(3) NNCI-2 ( Nagata and Nagahata (1994))

Cpk
S(n—l) V > "S- 1)Cpk ZWV —1 '

It has been shown that NNCI-2 has very good numerical results and both NNCI-1
and NNCI-2 have almost the same large sample properties. (See Kotz (1998)).

(4) CHCI (Chen and Hsu (2002))
Through geometric approach, Chen & Hsu (2002 ) proposed the following

approximate confidence interval:
(a) When the process mean p is larger than the midpoint M, a confidence

interval of Cyy is given by

{d-mm al-0)  d-X+M g2 (- )sJ

38 3nlug-X) ° 38 3n(y, - X)

(b) When the process mean p is smaller than the midpoint M, a confidence

interval of Cpy is given by

[d+x M oo (l-of d+X—M+xi_1(1—a)S]

33 3n(y-X) > 38 3wy - X)

where py & pare the intersection points of the level curve of Cpx and the joint
— e 2 ,
confidence set of X and S, i(p.— X)2 +—n(0-«S)2 < %3(1- ). Without loss of
s? s

generality, we assume that pg = p,. Chen and Hsu (2002) showed that the coverage
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rate of CHCI is as good as the coverage rate of NNCI-2.

3. Simulation Study.

In this section, we compare four approximate confidence intervals of Cpy ,
namely, BISSELL, NNCI-1, NNCI-2 and CHCI, for datum that are in statistical
control and are independently normally distributed. Some important terms about
confidence intervals are defined first. The asymptotic value of a miss rate (an error
probability) is called the nominal error probability, whereas the miss rate (error
probability) achieved in finite samples is called the actual miss rate (actual error
probability). The effect of sample size n and process mean p on miss rate under
several combinations of parameters are studied. Also, the relative error of actual miss
rate to nominal miss rate is studied.

IMSL is used in this simulation study to generate random number and
calculations. EXCEL is used to draw diagrams. When one generates random
numbers from normal distributions N(u,az), the values of o are determined by p
and Cy.

3.1 Parameters in Simulation

] .nominal miss rate o =0.01 ; 0.05; 0.1.

2.lower specification limit, LSL= -3,

3.upper specification limit, USL=3.

4.mid point of the specification limits M=10.0.

5.process capability index, Cpy=1.0 » 1.33 » 2.0.
These three index values correspond to a process with 13 out of 1000, 3 out of
100000, 1 out of 100000000 parts outside tolerance limits, respectively.

6.sample size n=30 > 70 » 100 » 200 » 300 - 400 » 500 » 1000 » 2000.

7.the true process mean p =0.0 (0.1) 1.5 ( To see the effect of process shift to the

miss rate. Here we only consider positive shift ) .
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3.2 Simulation Results

The results are similar when the nominal miss rate o are 0.01, 0.05 and 0.1.
To save the space, we show only the case when o =0.05 in detail. First we consider
the effect of the process mean shift to the miss rate when the sample size is fixed.
From Fig 1, we see that when the sample size is small, say n=30, the actual miss rate
derived from CHCI is smaller than the nominal value when the process mean is at the
midpoint M. When the process mean shifts away from M, the miss rate increases

rapidly and becomes stable when the shift amount achieves 0.3. However, the miss

n=30
0.1
009
0.08
0.06 —e—BISSELL
miss rate 005 < - T e
T ; NNCI2
T e CHCI
0.03
0.02
0.01
i i
00 01 02 03 04 05 06 07 08 09 10 L1 12 13 14 15
K

Fig 1 : miss rate of confidence intervals for n=30 > o =0.05 » C,,=1.0
rate is much too high (about 7%). The miss rates derived from the other three

methods are not stable at the beginning, but become stable and are very close to the
nominal value 5% when the process mean shift achieve 0.3. When the sample size n
becomes larger, and when the process mean shifts, miss rate derived from all the
methods are all very close to the nominal value (See Fig 2). Overall speaking, CHCI
is recommended when the process mean is at the midpoint of the specification limits,

and when the sample size is small. But if the process mean shifts even only slightly,
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the NNCI-1 is recommended. If the mean shifts further, say n=0.4, then BISSEL,
NNCI-1 and NNCI-2 performed equally well. When the sample size is also large,

then all the four confidence methods propose the same information (See Fig 3).

n=400

0.1

009

0.08

0.07

0.06 —&—RISSELL
1 0.05 F=— s ST i 3 s 14 —4— NNCI-1

A i ) e T 7 -1 1 ¥ 5 T e ey
miss rate == e

ol - CHCI

003

0.02

0.01

0

00 01 02 03 04 05 06 07 08 0% 10 LI 12 13 14 15

Fig 2 © miss rate of confidence intervals for n=400 » o =0.05 » C,,=1.0

Next, let’s consider the effect of sample size when the process mean p is fixed.
Figure 4 shows the miss rate for different sample sizes when the process mean is at
M.

Notice that when the sample size is small, the limiting theorem need not be
valid. Hence for small sample size the best method should be the one that gives the
smallest miss rate. As one can see from Fig 4. miss rate derived from CHCI is the
smallest regardless the sample size. When the sample size is large enough, the miss
rate 1s quite close to the nominal value. NNCI-1 is next. When the sample size is
large enough, all four methods give about the same miss rate and are all close to the

nominal miss rate.
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0.1
0.09
0.08
0.07
0.06

miss rate 0.05
0.04

0.03

0.02

0.01

0

n=1000

i e e 1 4

LUV UM Te——

Tk

00 01 02 03 04 05 06 07 08 05 10

1l

——BISSELL

-~ NNCI-1
NNCI-2
CHCI

Fig 3 : miss rate of confidence interval for n=1000 » & =0.05 » C,,=1.0

0.1
0.09
008
a07
0.06 —— BISSELL
) - & s | | —#—NNCIL
miss rate 0. ® = 3 & = - — e NNCI2
0 ¥ CHCI
0.03
0.02
0.01
b :
30 70 100 200 300 400 500 1000 2000
n

Fig 4 : miss rate of confidence intervals for L =0.0 » o0 =0.05 C,,=1.0
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When the process mean shifts, BISSELL, NNCI-1 and NNCI-2 perform the best
(See Fig 5). When the sample size is as large as 1000, CHCI is also recommended.

1=0.2
0.1
0.09
0.08
0.07
0.06 —e—BISSELL
; 8- NNCI-1
miss rate 005 [~ - T
004 ~ CHCI
0.03
0.02
0.1
0
30 70 100 200 300 00 500 1000 2000
n

Fig 5 ¢ miss rate of confidence intervals for [1=0.2 > o =0.05 C,=1.0
Next, we compare the four confidence intervals based on the relative error of
miss rate (REMR) where
relative error of miss rate (REMR) =

actual miss rate — nominal miss rate

nominal miss rate

Since the limiting distribution holds only for large sample, we then discuss the case
when the sample size is at least 100. From Fig 6 , Fig 7 and Table 1, one can see that
the relative error rate of BISSELL, NNCI-1, NNCI-2 and CHCI are more sensitive to
the process mean shift when the amount of shift is small. When the shift amount
increases, the relative error rate becomes more stable. When the sample size is large
enough, say above 1000, then no matter how serious the shift amount is, the relative
error rate of BISSELL, NNCI-1, NNCI-2 and CHCI are all within 1%.

Overall speaking, BISSELL, NNCI-land NNCI-2 are less affected by the
sample size and the true process mean p. When the sample size is as large as 1000,
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then no matter how serious the process mean shifts, CHCI can always propose good

information.

BISSELL

0.40

030

020

0.10

REMR 000 15

-0.10

.20

-0.30

040

<050
0.0 0.1 02 0.3 04 0.5 0.6 0.7 0.8 09 1.0 1.1 12 I3 1.4 1.5

n

Fig 6 : REMR of BISSELL confidence interval for o =0.05 » C,,=1.0

NNCI-1

0.50

0.40

030

0.20

0.10

REMR 0.00

.10

-0.20

0.30

0.40

0.50
00 0.1 02 03 0.4 0.5 06 07 0.3 09 1.0 1.1 1.2 1.3 1.4 15

n

Fig 7 : REMR of NNCI-1confidence interval for ot =0.05 » C,,=1.0
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NNCI-2
0.50
0.40
0.30 — (0
0.20 el )
0.10 300
REMR ().00 400
-0.10 —— 500
-0.20 —e— 1000
-0.30 2000
040
-0.50 - . - - k . L . A . . . '
00 01 02 03 04 05 06 07 08 09 10 LI 12 13 14 15
H
Fig 8 : REMR of NNCI-2confidence intervals for o0 =0.05 » C,,=1.0
CHCI
0.50
040
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020 —— 00
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Fig 9 : REMR of CHCI confidence intervals o =0.05 » C,,=1.0
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method | > | o0 | 200 | 300 | 400 | s00 | 1000 | 2000
0.0 | 0.03620 | 0.03160 | 0.01980 | 0.02060 | 0.01220 | 0.02240 | 0.02020
0.1 |-0.11580 | -0.07700 | -0.04940 | -0.03560 | -0.02100 | 0.00440 | -0.00160
02 | -0.03080 | -0.01400 | -0.00160 | -0.00120 | -0.00020 | -0.00200 | -0.00740
03 | -0.01460 | 0.00380 | -0.00700 | -0.00560 | -0.01040 | 0.00260 | -0.01260
04 |-0.01000 | 0.00620 | -0.00700 | -0.00280 | -0.00420 | -0.00100 | -0.01140
05 |-0.01360 | -0.00020 | 0.00520 |-0.00980 | 0.00100 | -0.00400 | -0.00620
0.6 |-0.00620 | -0.00080 | -0.00100 | -0.00320 | 0.00400 | 0.00100 | 0.00040
BISSELL |07 |-0:01020 000840 000520 | 0.00100 |-0.00520 | 0.00340 | 0.00400
0.8 | -0.01500 | -0.00240 | -0.00380 | -0.00200 | 0.00460 | 0.00360 | 0.00580
0.9 | -0.01040 | -0.01180 | 0.00300 | 0.00400 |-0.00320 | -0.00080 | 0.00060
1.0 |-0.00520 | -0.01140 | -0.00220 | -0.00100 | -0.00520 | -0.00180 | 0.00260
1.1 |-0.00040 | -0.00160 [ -0.01320 | 0.00280 | -0.00080 | -0.00560 | 0.00120
12 |-0.00440 | 0.00240 | -0.01140 | 0.00620 | -0.00260 | -0.00040 | -0.00520
13 |-0.01320 | 0.00980 | 0.00000 |-0.00280 | -0.00580 | 0.00240 | -0.00780
14 |-0.00420 | -0.01040 | -0.01080 | -0.00400 | -0.00300 | 0.00740 | 0.01180
1.5 |-0.00980 | -0.00940 | -0.00360 | -0.00620 | 0.01060 | 0.00140 | -0.00620
00 |-0.03320 | -0.03100 | -0.04240 | -0.04520 | -0.04980 | -0.04020 | -0.04280
0.1 |-0.13200 | -0.08680 | 0.05020 | -0.03920 | -0.02040 | 0.00360 | -0.00240
02 |-0.03220 | -0.01220 | -0.00120 | -0.00040 | 0.00260 | 0.00100 | -0.00700
03 | -0.01860 | 0.00000 | -0.00340 | -0.00700 | -0.01080 | 0.00460 | -0.01400
NNCL| |04 |-001600 000640 | 000480 | 000020 | -0.00320 | 0.00000 | -0.00820
0.5 |-0.02060 | -0.00340 | 0.00340 |-0.00740 | 0.00300 | -0.00080 | -0.00680
0.6 | -0.00940 | -0.00600 | -0.00300 | -0.00180 | 0.00620 | 0.00140 | 0.00200
0.7 |-0.01260 | -0.01000 | 0.00480 | 0.00240 |-0.00380 | 0.00500 | 0.01000
0.8 |-0.01720 | -0.00440 | -0.00080 | -0.00420 | 0.00280 | 0.00760 | 0.00460
0.9 | -0.01360 | -0.00980 | -0.00020 | 0.00220 | -0.00100 | 0.00080 | 0.00280
Table 1 : REMR when ¢ =0.05 and Cp=1.0
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method 100 200 300 400 500 1000 | 2000
1.0 |-0.01000 | -0.01000 | -0.00280 | -0.00420 | -0.00660 | 0.00080 | 0.00780
1.1 [-0.00400 | -0.00180 | -0.01200 | 0.00000 | 0.00000 | -0.00340 | 0.00080
12 |-0.00960 | -0.00280 | -0.01160 | 0.00500 | -0.00360 | 0.00440 | -0.00340
13 |-0.01620 | 0.00940 | 0.00000 |-0.00160 | -0.00520 | 0.00500 | -0.00800
14 |-0.00900 | -0.01220 | -0.01240 | -0.00380 | -0.00420 | 0.00800 | -0.01260
1.5 |-0.01440 | -0.01120 | -0.00340 | -0.00780 | 0.00800 | 0.00040 | -0.00280
0.0 | 0.06780 | 0.05420 | 0.03960 | 0.03720 | 0.03020 | 0.03260 | 0.02980
0.1 |-0.10800 | -0.07320 | -0.04940 | -0.03560 | -0.02080 | 0.00460 | -0.00120
02 | -0.03240 | -0.01500 | -0.00220 | -0.00300 | -0.00080 | -0.00440 | -0.00740
0.3 |-0.01480 | 0.00240 | -0.00700 | -0.00660 | -0.01020 | 0.00120 | -0.01180
0.4 | -0.01160 | 0.00400 |-0.00680 | -0.00400 | -0.00560 | -0.00040 | -0.01120
0.5 | -0.01660 | -0.00240 | 0.00200 | -0.00980 | 0.00060 | -0.00440 | -0.00660
0.6 | -0.01140 | -0.00540 | -0.00280 | -0.00400 | 0.00400 | 0.00160 | -0.00100
NNCLy |07 |0.01300|-0.00940 | 000380 | 0.00080 |-0.00820 | 0.00320 | 0.00460
0.8 | -0.01460 | -0.00460 | -0.00520 | -0.00220 | 0.00260 | 0.00260 | 0.00600
0.9 |-0.01460 | -0.01460 | 0.00360 | 0.00480 |-0.00160 | 0.00020 | 0.00120
1.0 |-0.00800 | -0.01160 | -0.00260 | -0.00020 | -0.00580 | -0.00320 | 0.00280
1.1 [-0.00180 | -0.00180 | -0.01240 | 0.00220 |-0.00220 | -0.00520 | 0.00040
1.2 [-0.00600 | -0.00480 | -0.01100 | 0.00600 |-0.00160 | -0.00160 | -0.00620
13 [-0.01700 | 0.00920 | -0.00140 | -0.00280 | -0.00640 | 0.00140 | -0.00800
1.4 |-0.00500 | -0.01420 | -0.01360 | -0.00460 | -0.00180 | 0.00700 | -0.01220
1.5 |-0.01020 | -0.01220 | -0.00340 | -0.00680 | 0.01140 | -0.00020 | -0.00680
0.0 [-0.21200 [ -0.16620 | -0.15000 | -0.13980 | -0.13080 | -0.08240 | -0.05860
CHCT 0.1 |-0.07480 | -0.04020 | -0.01400 | -0.01180 | 0.00160 | 0.01200 | 0.00160
02 | 0.08200 | 0.04780 | 0.04220 | 0.03140 | 0.02900 | 0.01260 | -0.00300
0.3 | 0.11020 | 0.06240 | 0.03880 | 0.02740 | 0.01400 | 0.01480 | -0.00960

Table 1 (conti.) : REMR when o =0.05and Cu=10
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method | ) 100 | 200 | 300 | 400 | 500 | 1000 | 2000

04 0.10640 | 0.06860 | 0.03600 | 0.03180 | 0.01700 | 0.01160 | -0.00460
0.5 0.10000 | 0.05020 | 0.04480 | 0.02140 | 0.01980 | 0.00740 | -0.00500

0.6 0.11660 | 0.05380 | 0.04240 | 0.03620 | 0.02700 | 0.01200 | 0.00380
0.7 0.11020 | 0.04740 | 0.04440 | 0.02680 | 0.02060 | 0.01700 | 0.01180
0.8 0.11100 | 0.05700 | 0.04160 | 0.02220 | 0.02960 | 0.01680 | 0.00940
0.9 0.11920 | 0.05580 | 0.04220 | 0.03160 | 0.02400 | 0.00920 | 0.00640
1.0 0.12180 | 0.05400 | 0.03800 | 0.02220 | 0.02060 | 0.00820 | 0.01160
1.1 0.11700 | 0.06060 | 0.02800 | 0.02740 | 0.02300 | 0.00640 | 0.00600
L2 0.11320 | 0.05320 | 0.02780 | 0.03340 | 0.02040 | 0.01520 | 0.00020
1.3 0.10960 | 0.07000 | 0.04440 | 0.03100 | 0.02080 | 0.01440 | -0.00380
1.4 0.11900 | 0.04780 | 0.03360 | 0.02660 | 0.01480 | 0.02000 | -0.01000
1.5 0.11320 | 0.05240 | 0.03400 | 0.02780 | 0.03260 | 0.01380 | 0.00080

Table 1 (conti.) : REMR when o =0.05and C,,=1.0

From the discussion above, we know that no matter which confidence interval
we use, the miss rate becomes stable when the process mean shift achieves certain
amount or when the sample size is large enough. In the following discussion, we
compare the maximal miss rate of four confidence intervals when the miss rate

becomes stable. The simulation results for Cp=1.0, 1.33 and 2.0 and o =0.01, 0.05
and 0.1 are all listed in Table 2.
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Confidence

Interval

a=0.01

a=0.05

a=0.1

Cpk=1.0 |Cpk =133|Cpk =2.0

Cpk=1.0

Cpk =133

Cpk =2.0

Cpk=1.0

Cpk=1.33

Cpk =2.0

n=30

BISSELL

0.00927

0.00925

0.00933

0.04943

0.04934

0.04928

0.09995

0.09972

0.09944

NNCI-1

0.00908

0.00897

0.00914

0.048%0

0.04886

0.04895

0.09947

0.09904

0.09902

NNCI-2

0.00934

0.00933

0.00949

0.04876

0.04884

0.04905

0.09863

0.09863

0.09850

CHCI

0.02678

0.02777

0.02802

0.06936

0.07083

0.07130

0.11788

0.11790

0.11825

n=70

BISSELL

0.00984

0.00998

0.01007

0.05011

0.04979

0.05002

0.10038

0.10024

0.10040

NNCI-1

0.00963

0.00982

0.00995

0.04981

0.04950

0.04980

0.10018

0.10008

0.10001

NNCI-2

0.00981

0.01001

0.01010

0.04994

0.04976

0.04992

0.09994

0.09993

0.09989

CHCI

0.01731

0.01791

0.01810

0.05871

0.05909

0.05952

0.10812

0.10815

0.10815

n=100

BISSELL

0.01003

0.01004

0.01000

0.04998

0.04996

0.05029

0.10002

0.10068

0.10041

NNCI-1

0.00993

0.00984

0.00993

0.04980

0.04968

0.05018

0.09987

0.10054

0.10028

NNCI-2

0.01003

0.01007

0.01006

0.04991

0.04982

0.05029

0.09980

0.10037

0.10014

CHCI

0.01538

0.01550

0.01573

0.05609

0.05642

0.05664

0.10541

0.10655

0.10620

n=200

BISSELL

0.01008

0.01008

0.01000

0.05049

0.05028

0.05020

0.10059

0.10076

0.10043

NNCI-1

0.01008

0.01001

0.00993

0.05047

0.05012

0.05010

0.10071

0.10054

0.10055

NNCI-2

0.01008

0.01009

0.01004

0.05046

0.05034

0.05015

0.10034

0.10055

0.10027

CHCI

0.01273

0.01276

0.01291

0.05350

0.05338

0.05342

0.10345

0.10360

0.10314

Remark :

]

Table 2 :

maximal miss rate for C,

indicates cases that| max actual miss rate —o<107>

0.3<p<l1.5
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o =0.01 a=0.05 a=0.1

Confidence
Cpk=1.0 (Cpk =1.33{Cpk =2.0 | Cpk =1.0|Cpk =1.33 Cpk =2.0| Cpk =1.0 Cpk =1.33| Cpk =2.0

Interval
n=300

BISSELL | 0.01010 | 0.01014 { 0.01014 | 0.05026 | 0.05051 | 0.05065 | 0.10051 | 0.10057 | 0.10070
NNCI-1 | 0.01001 | 0.01006 | 0.01012 | 0.05024 | 0.05030 | 0.05068 | 0.10050 | 0.10049 | 0.10081
NNCI-=2 | 0.01009 | 0.01012 | 0.01012 | 0.05019 | 0.05053 | 0.05063 | 0.10053 | 0.10046 | 0.10065

CHCI 0.01191 | 0.01198 | 0.01216 | 0.05224 | 0.05254 | 0.05273 | 0.10211 | 0.10209 | 0.10237
n=400

BISSELL | 0.01019 | 0.01008 | 0.01010 | 0.05031 | 0.05035 | 0.05040 | 0.10036 | 0.10062 | 0.10037

NNCI-1 | 0.01010 | 0.01003 | 0.01008 | 0.05025 | 0.05035 | 0.05043 | 0.10049 | 0.10077 | 0.10040

NNCI-2 | 0.01022 | 0.01009 | 0.01012 | 0.05030 | 0.05024 | 0.05040 | 0.10028 | 0.10052 | 0.10034

CHCI 0.01158 | 0.01159 | 0.01172 | 0.05181 | 0.05199 | 0.05205 | 0.10160 | 0.10194 | 0.10168
n=500
BISSELL | 0.01021 | 0.01014 | 0.01013 | 0.05053 | 0.05019 | 0.05014 | 0.10085 | 0.10027 | 0.10063

NNCI-1 | 0.01027 | 0.01007 | 0.01013 | 0.05040 | 0.05017 | 0.05018 | 0.10086 | 0.10041 | 0.10055
NNCI-2 | 0.01021 | 0.01015 | 0.01010 | 0.05057 | 0.05016 | 0.05010 | 0.10084 | 0.10018 | 0.10054

CHCI 0.01131 | 0.01124 | 0.01129 | 0.05163 | 0.05146 | 0.05136 | 0.10165 | 0.10151 | 0.10173

n=1000
BISSELL | 0.01009 | 0.01017 | 0.01012 | 0.05037 | 0.05028 | 0.05038 | 0.10063 | 0.10051 | 0.10037
NNCI-1 | 001011 | 0.01010 | 0.01009 | 0.05040 | 0.05030 | 0.05034 | 0.10092 | 0.10054 | 0.10021

NNCI-2 | 0.01009 .0.010'16 0.01011 | 0.05035 | 0.05028 | 0.05044 | 0.10056 | 0.10049 | 0.10028

CHCI 0.01064 | 0.01065 | 0.01065 | 0.05100 | 0.05091 | 0.05109 | 0.10119 | 0.10113 | 0.10074

n=2000

BISSELL | 0.01014 | 0.01007 | 0.01008 | 0.05029 | 0.05044 | 0.05023 | 0.10051 | 0.10027 | 0.10039

NNCI-1 | 0.01014 | 0.01010 | 0.01009 | 0.05050 | 0.05049 | 0.05030 | 0.10056 | 0.10034 | 0.10044

NNCI-2 | 0.01015 | 001009 | 0.01011 | 0.05030 | 0.05044 | 0.05022 | 0.10046 | 0.10023 | 0.10031

CHCI 0.01032 | 0.01032 | 0.01048 | 0.05059 | 0.05077 | 0.05061 | 0.10061 | 0.10049 | 0.10064

Table 2 (conti.) : maximal miss rate for C,y
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Overall speaking, the maximal miss rate of confidence intervals BISSELL,
NNCI-1 and NNCI-2 are less affected by the process capability. For CHCI, the
maximal miss rate for more capable process is higher than the maximal miss rate for
less capable process. But if the sample size is large enough, say 500, then the
maximal miss rate become more stable (See Table 3). The larger the sample size, the

closer the maximal miss rate of CHCI is to the nominal miss rate.

o =0.01 a=0.05 a=0.1

n Cpk Cpk Cpk
Cpk=1.0| =133 |Cpk=2.0{Cpk=1.0| =133 |Cpk=2.0{Cpk=1.0| =1.33 |Cpk=2.0

500 | 0.01131 | 0.01124 | 0.01129 | 0.05163 | 0.05146 | 0.05136 | 0.10165 | 0.10151 | 0.10173

1000 | 0.01064 | 0.01065 | 0.01065 | 0.05100 | 0.05091 | 0.05109 | 0.10119 | 0.10113 | 0.10074

2000 | 0.01032 | 0.01032 | 0.01048 | 0.05059 | 0.05077 | 0.05061 | 0.10061 | 0.10049 | 0.10064

3000 | 0.01023 | 0.01028 | 0.01028 | 0.05089 | 0.05050 | 0.05066 || 0.10104 | 0.10029 | 0.10061

4000 | 0.01021 | 0.01027 | 0.01017 | 0.05106 | 0.05069 | 0.05056 | 0.10096 | 0.10110 | 0.10098

5000 |} 0.01052|0.01051 | 0.01020 } 0.05090 | 0.05053 | 0.05044 | 0.10088 | 0.10098 | 0.10075

Table 3 : maximal miss rate of CHCI
The performance of four confidence intervals when the process capability
index C . =1.33 and 2 are the similar, for those who are interested in those results
can contact the first author of this article.

4. Conclusions

In general, the easiness and accuracy are the main concern when one chooses
inference methods. From the discussion in the previous section, we see that methods
BISSELL, NNCI-1 and NNCI-2 are least affected by the sample size and the process
mean shift, and the actual miss rate is closest to the nominal value. Meanwhile, the

calculations of these three methods are easier too. Now a day, the computational
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function of computer is very powerful, hence CHCI is also recommended when the
process mean is at the midpoint of the specification limits. In Table 4 we list proper

confidence intervals for different kind of combinations as a reference to the users of

process capability index.

Parameters
Realivalis o By True Process Mean | Sample size Recommended Confidence Methods
H n
n<100  |CHCI, NNCI-1
pu=0.0 100<n <1000 |BISSELL, NNCI-1, NNCI-2
1.0 n>1000 |BISSELL, NNCI-1, NNCI-2
W30 n <1000 |BISSELL, NNCI-1, NNCI-2
n>1000 [BISSELL, NNCI-1, NNCI-2, CHCI
n<100  |[CHCI, NNCI-1
n=00 100<n <1000 |BISSELL, NNCI-1, NNCI-2
1.33 n=>1000 [BISSELL, NNCI-1, NNCI-2
150, n <1000  |BISSELL, NNCI-1, NNCI-2
n>1000 |BISSELL, NNCI-1, NNCI-2, CHCI
n< 100  |CHCI, NNCI-1
p=0.0 100<n <1000 |BISSELL, NNCI-1, NNCI-2
2.0 n>1000 |BISSELL, NNCI-1, NNCI-2
1301 n <1000 |BISSELL, NNCI-1, NNCI-2
n>1000 |BISSELL, NNCI-1, NNCI-2, CHCI

Table 4 : Recommended confidence intervals for different kind of combinations of parameters

References

1. Bissell, A. F. (1990). “ How Reliable is Your Capability Index? . Applied
Statistics, 39,331-340




S EeE (BT 5536 1 177

2. Bothe, D. R. (1997). “ Measuring Process Capability. ”” McGraw Hill.

3. Chen, S. M and Hsu, Y. S. (2002). “ Geometric Interpretations for Confidence
Intervals of Process Capability Indices Cp and Cpn " Submitted to
Mathematical Methods of Statistics.

.Chou, Y. M., Owen, D. B. and Borrego A. S. A. (1990). “ Lower Confidence
Limits on Process Capability Indices.” Journal of Quality Technology, 22, 3,
223-229.

- Franklin, L.A. and Wasserman, G.S. (1992). “ A note on the conservative nature

of the tables of lower confidence limits for Cok with a suggested correction,’

Communication in Statistics — Simulation and Computation.

.Kane, V. E. (1986). “ Process Capability Indices.” Jowrnal of Quality

Technology, 18, 41-52.

-Kotz, S. and Johnson, N. L. (1993). “ Process Capability Indices.” Chapman &

Hall.

. Kotz, S. and Lovelace C. R. (1998). “ Process Capability Indices in Theory and

Practice.” Arnold.

-Kushler, R. H. and Hurley P. (1992). “ Confidence Bounds for Capability

Indices.”  Journal of Quality Technology, 24, 4, 188-195.

10. Nagata, Y. (1992). “ Interval estimation for the process capability indices.”

J. Japan. Soc. Qual. Control, 21, 109-114.

11. Nagata, Y. and Nagahata, H. (1994).¢ Approximation formulas for the lower

confidence limits of process capability indices.” Okayama Economic Review,

25(4), 301-314.

12. Zhang, N. F., Stenback, G.A. and Wardrop, D.M. (1990).* Interval Estimation of

Process Capability Index Cp . Communications in Statistics — Theory and

Methods, 19, 4455-4470).

received October 30, 2002
revised November 22, 2002
accepted December 15, 2002



178 A Simulation Study of Confidence Intervals of Process Capability Index Cpy via Miss Rate

BIZEENIEIR Cu 2 EHRERRZHIMR

3
T SO AR B s SR R R - (BRI RIS /MR
2 THMEHEE RS N R ERER R ATRESE - RILARRANZ TS E

PEE P 5 [ - R/ IMEAT S - ABAZ TSR UEHEE
[EIh 2 B E R RS - RIEEEMEA S - —(EGrAEE & R ERebe /)
HIERPIER - AP IR MTRAR IR IR A RIS A NMEAZ T LB RIZRETIER
Cpe FIPUREITEHERE ] -

M EREER  RARREIIET ;R



B (ETH) F 361 179
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Portions'

Wen-Huei Chen*

Department of Electronic Engineering
Fu Jen University
Taipei, Taiwan 242, R..O.C.

Abstract

A new method is proposed to generate the executable test sequence for testing a
protocol implementation’s conformance to its specification. The executable test
sequence can simultaneously verify the protocol’s control and data portions, which
are modeled as a deterministic finite state machine (FSM) and a set of rules between
parameter values respectively. The method involves converting the FSM and rules
into a SelectO digraph, in which the tour can be used to generate the executable test
sequence (i.e., one associated with feasible parameter values) that checks the
transitions of the FSM and the rules of the data portion. The Selecting Chinese
Postman Algorithm is then used to find a specific tour for minimizing the length of
the test sequence that checks each transition and each rule at least once
simultaneously. Experimentation on the Simple Session Protocol indicates that an
optimally executable test sequence can be achieved which is 37% shorter than that

achieved by testing the two portions separately.
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1. Introduction

The objective of protocol conformance testing is to see if a protocol
implementation conforms to the protocol specification. A black box is the assumed
implementation, which is tested by an externally generated sequence of inputs, and
then verifying that those inputs result in a sequence of expected outputs. The
sequence of input/output pairs is the test sequence [13]. A continuous portion of the
test sequence, used for checking a specific property of the protocol, is called a rest
segment. The number of input/output pairs of the test sequence (test segment) is
called its length. The protocol specification, from which test sequences are generated,
contains a control and a data portion. The control portion can be considered as a
deterministic* Finite State Machine (FSM) [14] which contains states and transitions.
Initially, the FSM remains at a specific state called the initial state. An input (i.e.,
stimulus) will cause the FSM to generate output(s) (i.e., responses) and to change
from the current state to a new state; this process is realized by a transition. The data
portion specifies the values of supplementary parameters (e.g., quality of service in
the connection). In general, the relations between messages” parameter values can be
considered as data flow digraphs[17], or program segments [7], or rules between
parameter values [8][9].

Various formal methods have been proposed to verify the control portion
modeled as an FSM [18][19]. The typical aim of these methods is to generate a test
sequence which checks whether each transition specified in the FSM is correctly
implemented. In the T- method of [20], each transition is checked by an input/output
pair. Experimentation of [21] suggests that checking each transition by a simple
input/output cannot detect a lot of faulty implementations, which transfer to an

incorrect state upon receiving the input. In the U-method of [22], each transition

? "deterministic" means that for each input there is at most one transition defined at each state.
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(assumes it ends at state J) is checked by an input/output pair, followed by a Unique
Input/Output (UIO) sequence of state J to ensure that the FSM transfers to the
expected state J. The input/output pair and the UIO sequence forms a test segment
which checks the transition. In [1], the Rural Chinese Postman Algorithm is
proposed to connect all the (non overlapping) test segments into a “minimum-length”
test sequence. In [11], Miller and Paul overlap these test segments into an even
shorter test sequence. Other well-known formal methods include the W-, Wp- and
Uv- methods [18][19]. However, they produce a test sequence which is significantly
longer than that produced by the U-method used with the overlapping technique of
[11], which has become a popular method in generating a test sequence for verifying
the control portion.

Various formal methods have been proposed to verify the data portion based on
different models. In the data portion modeled as data flow digraphs or program
segments, a test sequence becomes executable if it is associated with parameter
values which do not violate the data flow properties described in these models.
Methods have been proposed to generate an executable test sequence that checks
important data flow properties [7][16][17]; however, these methods are not
completely automatic (the operator must interfere to determine the executability of
the test sequence), a s a limitation due to the decidability theory [16]. In [8][9]. the
data portion is modeled as a set of rules between parameter values. The FSM and
rules are converted into a Behavior Machine Digraph, in which tours can be used to
automatically generate executable test segments verifying the rules. In [2], Chen
proposes a Selecting Chinese Postman Algorithm to find a specific tour of a Selecting
Digraph (constructed from the Behavior Machine Digraph) for automatically
generating a minimum-length executable test sequence that checks each rule at least
once.,

The earlier methods of testing the two portions in two different phases
introduces redundant test segments. In this paper, we are going to combine Miller
and Paul’s optimal method [11] (for control portion testing) and Chen’s optimal
method [2] (for data portion testing) into a new method that can simultaneously



182 Executable Test Sequence for the Protocol Control and Data Portions

verify the two portions. In Section 2, the two methods are reviewed. In Section 3, the
new method is proposed. In Section 4, the new method is analyzed. In Section 5, our

conclusions are presented.
2. Review of Earlier Methods

2.1 Miller and Paul’s method for finding a test sequence that checks every

transition of the control portion

Consider an example protocol M. The control portion can be modeled as an
FSM represented by a strongly connected’ digraph G(V, E) of Figure 1, where the
vertex set V = {1, 2, 3} represents the states, the edge set E = {a, B, v, d, €}

represents the transitions, and vertex “1” represents the initial state.

DISCONind

A

accept/
CONcnf

Figure 1. The digraph G(V, E) of an FSM that represents the control portion of Protocol M.

Each transition q = (J, K; i/0) is a transition from the current state J to the next
state K, caused by an input “i” and has an output “0”. In Figure 1, a = (2, 1;
abort/ABOind) means that an input “abort” will cause the FSM which is at state 2 to
generate an output “ABQind” and to change from state 2 to state 1. In G(V, E), a
sequence of adjacent edges Ty, Tz ..., T, denoted as [T, Ty, ..., T,] is called a path. A

path which starts and ends at the same vertex (in this paper, specifically the initial

? G is strongly connected if, there is a path from any vertex to any other vertex.
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vertex) is called a four. Clearly, a path (or tour) of G(V. E) can be used to generate a
test segment. In Figure 1, the path [y, 8, B] is used to generate a test segment
[CONreqg/connect, accept/CONcnf, abort/ABOind]. For simplicity, the path can be
called the test segment.

To check a transition q = (J, K; i/0) of the FSM, the implementation is put into
state J, input “i” is applied, the output is checked to see that it is “0”, and the new
state is checked to ensure that that it is K by UIO(K); that is, the transition can be
checked by a test segment [q, UIO(K)]. UIO(K), the Unique Input/Output Sequence
of state K, is a sequence of input/output pairs which starts only from state K. In
Figure 1, UIO(1) =[},] = [CONreq/connect] since the input/output pair
“CONreq/connect” can start from state 1 but cannot start from state 2 or state 3. In
Figure 1, the test segment [¢, UIO(1)] = [g, y] can be used to check transition . We
define Check(x) as the set of transitions that can be checked by test segment x,. Thus,
Check([e, v]) = {&}.

Miller and Paul prove that if q = (J, K; i/0) is nonconvergent* then [q, UIO(K)]
is a UIO(J). Hence, [p. q, UIO(K)] = [p, UIO(J)] can check transition p. That is, [p, q,
UIO(K)] contains overlapping test segments where test segment [p, g, UIO(K)]
checks transition p and test segment [q, UIO(K)] checks transition q. In general, the
path (i.e., test segment) [T}, T, TGy, Tj, UIO(K)], where T, ..., T(j.1), T; are
nonconvergent, can check transitions T, T, - 1(j-1), and Tj. Let test segment S| =
[ B, 7, 9, &, v] where B is convergent, v, § and & are nonconvergent, and UIO(1) = [g].
Then, Check(S;) = {B. v, 3, € }. Because Check(S) does not cover all the transitions
of the FSM, we find another test segment S; = [o, UIO(1)] = [a, ] (where o ends at
state 1), and Check(S;) = [a]. The two test segments S; and S, can check all
transitions.

Directly connecting these test segments may not form a continuous test

sequence. Thus, redundant transitions (i.e., edges) are used to connect the test

* A transition (J. K: i/o) of G(V, E) is convergent if there is a transition (J', K: i/o) where J' =1. It
is nonconvergent if it is not convergent.
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segments into a continuous test sequence which starts at the initial state. In Figure 1,
redundant segment [y, 8] is used to connect test segments S; and S,. The final test
sequence is S= [[y, 8], Sy, So] = [[y, 8LIB. v. 8, &, v, [o, Y11 = [1, &, B, ¥, 6, €., o, v |-
Clearly, Check(S) = Check(S;) = Check(S;) = {B, v, 0, €} = {a} = {a, B, v, J, &}
which covers all transitions, i.e., the test sequence can check all transitions of FSM
M.

2.2 Chen’s Method for finding an executable test sequence that checks every

rule of the data poirtion

The data portion of protocol M is specified by the two parameters “quality” and
“reason”. The parameter “quality” specifies the quality of service in the connection
(with “1” indicating a better quality of service than “0”). The parameter “reason”,
whose value is either “abort” or “ABQind”, indicates the reason for aborting the
connection. The relations between parameter values are represented by a set of rules
R = {4, B, C, D}. Rules 4. B and D mean that for some input/output pairs, the
parameter value of the input must be the same as that of its output. Rule C means that
during a connection accomplished by the sequence “CONreq(x)/connect(x),
accept(y)/CONcnf(y)”, the response quality (indicated by the value of y) cannot be
better than the request quality (indicated by the value of x). A test sequence with
parameter values not violating the rules is called an executable test sequence. For
example, [CONreq(0)/connect(0), accept(1)/CONcnf(1), abort(error)/ ABOind(error)]
is not executable since rule C is violated, because the response quality (1) is better

than the requested quality (0).
Rule A: quality(CONreq) = quality(connect) in Ey
Rule B: quality (accept) = quality(CONcnf) in E&
Rule C: quality(accept) < quality(connect) in the sequence [Ey, E3]
Rule D: reason(abort) = reason( ABOind) in EB, and in Ex
Remarks: g(y) denotes the value of the parameter g of message y.
The value of parameter quality is either “1” or 0",
The value of parameter reason is either “error” or “shutdown™.

Figure 2. The rules that represent the data portion of Protocol M.
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Each rule of Figure 2 is checked by a test segment, where feasible parameter
values are assigned so that the rule can be verified. For example, either
“CONreq(0)/connect(0)” or “CONreq(1)/connect(1)” can be used to check rule A.
However, only one of them is needed. “CONreq(1) / connect(1), accept(0) / CONcnf
(0)” can be used to check rules A, B, and C, because “COnreq(1)/connect(1)” checks
rule A, “accept(0)/CONcnf(0)” checks rule B, and “CONreq(1)/connect(1),
aceept(0)/CONenf(0)” checks rule C. Again, either “CONreq(1)/connect(1),
accept(1)/CONcnf(1)” or “CONreq(0)/connect(0), accept(0)/CONCnf(0)” can check
rules A, B and C; however, only one of them is needed.

Chen’s method involves three steps. First, the transition digraph G(V, E)
(Figure 1) and the rules (Figure 2) are converted into a Behavior Machine Digraph
G’(V", E’) (Figure 3); the digraph’s paths can be used to generate test segments with
feasible parameter values. Vertex 2 is converted into vertex 20 (which indicates a
requested quality “0”) and vertex 21 (which indicates a requested quality “17).
Vertex 3 is converted into vertex 30 (which indicates a response quality “1”) and
vertex 31 (which indicates a response quality “1”). The edges are associated with
appropriate parameter values and are then mapped into new edges. For example,
transition y = (1, 2;CONreg/connect) is mapped into edge Ey= (1, 20;
CONreq(0)/connect(0)) and edge E,»= (1, 21; CONreq(1)/connect(1)). Notice that
transition 6 is mapped into edges Es), Es; and Eg3 but there is no edges connecting
vertex 20 to vertex 31, according to rule C; vertex 20 represents a requested quality
“0” and vertex 31 represents a response quality “1”, but the response quality cannot
be better than the requested one. Notice that the Behavior Machine does not
represent all the possible behaviors of the protocol, but only the behaviors that will
be used for testing. Paths of the Behavior Machine Digraph can be used to
generate the test segments which check the rules (that is, these paths can check the
rules). For example, either [E,;] or [E,;] can check rule A, and either [E,1, Es1] or
[Ey2, Es2] or [Eya, Es3] can check rules A, B and C. We define check(x) as the set of
rules that can be checked by path x. For example, check([Ey,, Es3] )= {A, B, C}.
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abort{error)/

. ABOind(error)
. Ee)

disconnect/

DISCONir abort(error)/

BOind(error)

Ey2

CONreq(1)/
connect(1)

accept(0Y  Egy
CONcenf(0)

Ep2

abort(error)/
ABOind(error) accept(0)/

CONenf(0
0} -

accept(1)/
CONcnf(1) Ea3

Figure 3. The behavior machine digraph G’(V’, E’) converted from the digraph G(V, E) of
Figure 1 and the rules of Figure 2.

Second, Each edge x of Figure 3 (which contains at least two input/output pairs),
used to check rule y, is labeled with “y” in Figure 4 (the Selecting Digraph G”(V”,
E™)), indicating that it can be used to check rule y. For example, in Figure 3, edges
E,; and E,,, which can check rule A, are labeled with “A” in Figure 4. Similarly,
edges Eg; and Egy, which can check rule D, are labeled with “D” in Figure 4.

Each multi-edged path x of Figure 3 (which can check rule y) is converted into a
pseudo edge (J, K; x) of Figure 4, where J and K are the starting and ending vertices
respectively of path x. Traversing edge (J, K; x) of Figure 4 is equivalent to
traversing path x of Figure 3. The pseudo edge is labeled with “y”, indicating that it
can check rule y. Consider the example path [E,», Es2] of Figure 3. The path starts at
vertex | and ends at vertex 30. Thus, we create a pseudo edge (1, 30; [E,2, Es;]).
As described earlier, [E,,, Es5;]= “CONreq(1)/connect(1), accept(0)/CONCnf(0)” can
check rules A, B and C. Thus, the new edge (1, 30; [E,2, Es2]) is labeled with “A”,
“B”, and “C”.
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(1,31: [Eyz, Eg3])

£l B
s
B Ep;
(7
4

(1,34 [Ey2. E52]) £2
)
EB2 30 <R

. Es2
31 21
B £33

Figure 4. The Selecting Digraph G”(V”, E”) constructed from the Behavior Machine Digraph
G’(V’, E’) of Figure 3 and the rules of Figure 2 (the labels are shown in bold faces. )

Third, we let these labels form a set Z. In Figure 4, = = {A, B, C, D} covers all
the rules of the set R of Figure 2. A Selecting Chinese Postman Tour of G”(V”, E”)
is a minimum-length tour of G”(V”, E”) where each label of & appears on the tour at
least once. Such a tour is used to generate an executable test sequence that checks all
rules. The length of the pseudo edge (J, K; x) is defined as the length of the path x,
and that of the other edges is 1. In Figure 4, the Selecting Chinese Postman algorithm
proposed in [2] computes the Selecting Chinese Postman Tour [(1,31:[Ey2, Es3)),
Eg2], which produces the test sequence [Ey2, Ess, Ep2] where [E,z, Es3] checks rules
A, B and C, and [Eg;] checks rule D.

3. Executable Test Sequence for the Control and Data Portions

In Miller and Paul’s method (Section 2.1), a specific tour of the transition
digraph G(V, E) has been used to find a test sequence that checks all transitions. In
Chen’s method (Section 2.2), a Selecting Chinese Postman Tour of the Selecting
Digraph G”(V”, E”) has been used to find an executable test sequence that checks all
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rules. In this section, we will construct a SelectOverlap (SelectO) Digraph G*(V*,
E*), the Selecting Chinese Postman Tour of which can be used to find a test
sequence that checks all the transitions and rules.

However, constructing a SelectO Digraph involves complex concepts. Thus, in
Section 3.1, we first modify Miller and Paul’s method. The modified one obtains
similar result but helps us to see a basic concept of constructing a SelectO Digraph.
Then, in Section 3.2, similar modification process is applied to convert the Selecting
Digraph G”(V”, E”) into a SelectO Digraph G*(V*, E*).

3.1 Modification of Miller and Paul’s method

In order to modify Miller and Paul’s method, we first observe the form of the
test sequence obtained. Recall that Miller and Paul first find the test segment [T},
Ta, ..Tgny, Tj, UIO(K)], where Ty, ..,T(.1), Tj are nonconvergent for check
transitions Ty, To, ..., T(j.1). and T;. We want to modify the transition digraph G(V, E)
into an Overlap Digraph G*(V*, E*), a Selecting Chinese Postman Tour of which
can be used to check all the transitions. Clearly, a nonconvergent transition of G(V, E)
does not need to be modified, because it can play the role of either “T>” or “Tz”, ...,
or “T;”. We simply label the edge with the transition symbol, indicating that it can be
the first edge of a test segment which checks the transition. A convergent transition
of G(V, E) needs to be transformed into a new edge (which is a UIO sequence) so as
to play the role of UIO(K). Notice that the last edge of UIO(K) can be the first edge
of another sequence [Ty, Ty, ..., Tj.1y, Ty, UIO(K”)]. That is, it can play the role of
“T”, so we label the edge with the transition symbol.

The Transition Digraph G(V, E) of Figure 1 is converted into the Overlap
Digraph GV, E*) of Figure 5. Each transition q =(J, K; i/0) is converted into a

new edge as follows:
Case I. q 1s nonconvergent:

Transition (i.e., edge) q 1s labeled with “q”, indicating that it can be the first
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edge of a test segment which checks transition q. For example, the nonconvergent

transitions 8, y and € of Figure 1 are labeled with &, y and € respectively.

(1,1, r. a)a
=

2 1, [3, B])

Figure 5. An Overlap Digraph G"(V", E") converted from the transition digraph G(V, E) of
Figure 1 (labels are bold-faced.)

Case II. q is convergent.

In Figure 1, we backwardly search for a path [41, 92, -, Qx, q] which is a UIO
sequence, which starts from vertex L. We then remove edge q and create a pseudo
edge (L, K; [q1. 2, ..., Gx, q]). The path must satisfies a special property®. Because in
a tour of Figure 5, the pseudo edge will be either followed by an edge which
represents a UIO sequence, or by a sequence of nonconvergent edges and then a UIO
sequence (these nonconvergent edges and the UIO sequence also form a UIO
sequence, as stated earlier.) That is, the last edge of the path (i.e., “q”) will be the
first edge of a test segment which checks transition q. Thus, the pseudo edge is (L, K;
(A1, 92, - Qx q] is labeled with “q”. For example, o = (2, 1; abort/ABOind) is
convergent. We backwardly search to find a path [y, o], which is a UIO sequence of
state 1. We then remove edge o and create the new edge (1, 1; [y, a]), and we label
the edge with “a”, indicating that o can be the first edge of a test segment which

The path must satisfy a property that removing edge q while creating an edge connecting vertex L
to vertex K would not cause the digraph to become not strongly connected. Such a path can be found
because in the worst case, we back to vertex J.
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checks transition a.

We let these labels form a set £. We then find a Selecting Chinese Postman
Tour of GNV*, E") with £ = {a,B,7,d,¢}. The tour is [(1, 1; [y, al), v, ([2,1;
(8 BD’ v & el =V 07 8By & ¢]. Because the last transition of the tour needed
to be checked, we need a UIO(1) at its end. Thus, In Figure 1, UIO(1) = [y] is added
to the end of [y, &, v, &, B y» & ¢). The final test sequence is shown in Figure 6.

Tour+UIO(1) (L Ly oD, v, (2.5 (5 gDy 80 el s ¥
remarks uioseq  nONConV  Ui0 seq NONCONVer uio seq
Test Sequence Vo 08 W 5 B yoes
Overlapping test segments
o, § p checks transition a
A & p checks transition y

Br oy Ses ¥ checks transition 3
v &er ¥ checks transition y
§ g» Y checks transition &

¢, Y checks transition €

Figure 6. A test sequence constructed from the Overlap Digraph G*(V*, E*) of Figure 5 for
checking every transition of the FSM of Figure 1.

3.2 The proposed method

In the Selecting Digraph G”(V”, E”) of Figure 4 , edges are labeled with rules to
indicate that these edges can be used to check these rules. In the Overlap Digraph
GAN(V”, E*) of Figure 5, edges are labeled with transition symbols to indicate that
these edges can be used to check these transitions. We will modify the Selecting
Digraph G”(V”, E”) and add symbols (which represent the checking of transitions) to
the edges, resulting in a SelectO digraph G*(V*, E¥*) of Figure 7. The Selecting
Chinese Postman Tour of G*(V*, E*) (with UIO(1) added to the end) can be used to
check all transitions and rules.

We first give some notation. Notice that every edge of Figure 4 is converted
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from the FSM of Figure 1. An edge E, of Figure 4 may represent a transition of
Figure 1 (namely, Original(Ep)) and is called a simple edge. For example, the simple
edge Egs of Figure 4 represents transition & of Figure 1, and Original(Es,) =
d. Similarly, Original(Es;) = Original(Es3) = 8. An edge E, of Figure 4 may be a
pseudo edge g= (J, K; [E;, Ej, ... E]) which represents consecutive transitions E;,
Ej, ... and E, and Original(q) = [Original(E;), Original(E,), ... ,Original(E,)]. For
example, in Figure 4, edge (1, 31; [Ey2, Es3]) is a pseudo edge. Original ((1, 31; [Ey2,
Eg3])) = [Original (E,»), Original (Es3)] = [y, 8].
Each edge E, of Figure 4 is converted into a new edge of Figure 7 as follows:

Case I. Original(E,) is nonconvergent:

Similar to the discussion in the earlier subsection, because Original(Ep) is
nonconvergent, it can be the first edge of a test segment which checks transition
Original(Ep). Thus, we simply add the label Original(Ep) to the edge. For example, in
Figure 4, edge E,; where Original(Ey) = y is nonconvergent. So, in F igure 7, we add
label “y” to edge E,|. Because on the edge E,; of Figure 4, the label “4” already
exists there, so edge E,| has two labels: “y” and “4”, indicating that it can be the first
edge of a test segment which checks transition “y”, and can be a test segment which
checks rule A. That is, test segments for checking the rules and transitions are
overlapped. Similarly, we add label “y” to edge E,», add label “3” to edges Eg;, Eso
and Eg3, and add label “¢” to edges E,; and Ee.

Case II. Original(E,) is convergent:

We backwardly search the digraph G™(V”, E”) of Figure 4 from edge Ep,
looking for a UIO péth [E1. Ea, ..., Ey, Ep]. Suppose that such a UIO path starts at
vertex L and ends at vertex K (which must satisfy the property as described in Case
II of the earlier subsection). We delete edge E, and create a new edge E, = (L, K; [Ei;
Ea. ..., Ex, E;]) (namely, a ghost edge). Similar to Case I of Section 3.1, we add label
Original(E,) to the edge because Ep can become the first edge of a test segment that
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checks the transition Original(E,). Moreover, because [Ey, Ea, ..., Ex, Ep] can check
some rules, those rules must be labeled on it as well. For example, consider the
convergent edge E,; = (20, 1; abort(error)/ABOind(error)). We backwardly search
from edge Eq to find a UIO sequence[E,1, Eqi]. Edge Eq; is deleted, and the new
edge (1, 1; [E;1, Eqi)) is created. We add Original(Ey) = « to the edge, indicating
that it can be first edge of a test segment which checks transition o. Because [Ey,
Eq1] can check rules A and D, edge Ey is labeled with o, A, D, indicating that it can
be used to check transition o and rules A and D. Similarly, the convergent edges Eqo.
Eg1, Ep2 are replaced by ghost edges (1, 1; [Ey2, Ex2]). (20, 1; [Eg1, Epi1]) and (21, 1;
[Ess, Epa]) respectively. They are labeled with {a, A, D}, {B. B, D} and {5, B}

respectively.

Case III. E, is a pseudo edge (J, K; E;, Es, ... Ey) and Original(E;), Original(E;), ...

Original(E) are nonconvergent.

This is similar to Case 1, in that E;, E», ... E4 can serve as the first edge of test
segments which check transition Original(E;), Original(Ep), ... , and Original(Ey)
respectively. For example, in Figure 3, edge (1, 31; [Ey, Es3]) is a pseudo edge
where both edges E,» and Eg3 are nonconvergent. Hence, we add labels vy, 6 to the

edge, forming a new set of labels label-set {y, 8, 4, B, C} in Figure 7.

Cass IV. E, is a pseudo edge (J, K; [Ei, Ez, ... Ey]) and either Original(E;) or

Original(E;) ..., or Original(Ey) is convergent .

This is similar to Case II. Thus, we delete edge E, and create a pseduo-ghost
edge E, = (L, K; [Err, Ezs ..y Ey, E,. E2, ...EL]). Because Ey can be the first edge of a
test segment which verifies transition Original(Ey), we add the symbol Original(Ey)
to the edge. No edges in Figure 3 conform to this case.

We let these labels of G*(V*, E*) form a set £ = {a, B, 7., &, 4, B, C, D}.
Then, we compute the Selecting Chinese Postman tour of GN(V”, E) where each
label of T appeared on the tour at least once. In Figure 7, [Ep, (21, 1: [Es3, EBQ]), (1,
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L [E},z, Eq2l), (1, 31: [Ey1, Eg3]), Ee1] is such a tour which starts from vertex 1. By
appending UIO(1) at the end of the tour, we have a path [E,2, (21, 1: [Es3, Epa]), (1, 1:
[Eyz, Ew2]), (1, 31: [Ey; , E§3)]), Ee1, Ey1] (where E,; is the UIO path), which is used
to generate the executable test sequence [Es2; Esa, EBZ’ Eyz, Eo2, Ey15 Eg3, Eel, Eyi]
=[CONreq(1) / connect(1), accept(1) / CONenf{(1), abort / ABOind, CONreq(1) /
accept(1), abort(error) / ABOind(error), CONreq(0) / connect(0), accept(l) /
CONenf(1), disconnect / DISCONind, CONreq(0) / connect(0)]. In Figure 8, each
edge labeled with rule x is used to generate a test segment which checks rule x. For
example, edge (21,1: [Es3, Epy]) which is labeled with “B, D” is used to generate a
test segment is used to generate a test segment [Eg3, Egy] which checks rules B and D.
Each path [y, z] where y is labeled with transition symbol “y” is used to generate a
test segment which checks transition y. For example, the path [Ey, (21,1: [Eg3, Ega])]
where [E,>] labeled with “/” is used to generate a test segment [Ey,, Eg3, Egs] which

checks transition y.

(1, 1: [Ey2, Eug] (l,]:[E).],Eal])

disconnect/

DISCONin (21, 1: [Egs, Epa])

1
! CONreq(G)/
connect(0)

(20, 1: [Esy, Ep
. ccept(0)/  Eg) CONreq(1)
CONcenf{0) connect(1)

accept(0)/
CONcnf{0)
Es

31 accept(1)/ R
B & CONent(1) Es3

A

Figure 7. The SelectO Digraph G*(V*, E*) constructed from the Selecting digraph G’(V*, E’) of
Figure 3.
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Thepath g, (21,1:[Es3, Epal) (1, L:[Ey2, Eqal) (1,31:[Ep, Essl) Egr Eyl
Labels (A, 4} {B.B.D} {a, A, D}  {@,8,4,B8 C (s} {A 71}

Test sequence E, Es; Ep E: Ean E, Esz Eg EL
UIO sequence I N e
Test verifying rule
segments verifying rules B, D

verifying transitiony yerifving rules A, D )
verifying rules 4, B, C

verifying transition B verifying rule 4

verifying transitionsa, 8, €

Figure 8. Overlapping test segments for the executable test sequence generated from the
Selecting Chinese Postman tour of the SelectO digraph in Figure 7.

4. Analysis of the Proposed Method

4.1 Correctness proof

In Section 3, we have obtained a Selecting Chinese Postman Tour [E;, Ej, ...,
E., Eit1....Es.1, Eg] from the SelectO digraph G*(V*, E*), which then becomes a path
Z = [Bi: By v E; Er1...E«1, Eg UIO(1)], for generating an executable test
sequence that checks all the rules and transitions specified in the set . We are going
to prove that the set covers all the transition and rule symbols, so as to prove that the

test sequence generated from such a tour can check all the transitions and rules.

Lemmal ZoR.

Proof
Consider the conversion process described in Section 3.2. In Case I and Case III,

each edge and its labels of G’(V’, E’) are directly copied from the Selecting Digraph
to the SelectO Digraph G*(V*, E*). In Case II and Case IV, each edge E;, of G’(V’,
E’) is mapped into a ghost edge E, of G*(V, E*) which represents a path [Ej, E,, ...,
Ey, Ep] of G’(V’, E’); labels that originally appear on edge of Ej, is then copied to the
edge of E,. That is, the labels appeared on G’(V’, E’) form a set which is a subset of
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the labels that appeared on G*(V*, E*). Because the labels appeared on G(V', E")
form a set R, R is a subset of the labels appeared in G*(V*, E*). We thus have:
=K.

Lemma2 YoHE.

Proof
During the conversion from transition digraph G(V, E) to the Selecting Digraph

G*(V*, E*), no edges are deleted but only new edges are added. Thus, each edge E,
corresponds to an edge Ey, where Original(Ey) is either nonconvergent or convergent.
Consider the conversion from G*(V’, E’) to G*(V*, E*) (Section 3.2). If Original(Ey)
is nonconvergent, it will be labeled on the same edge. And If Original(Ey) is
convergent, a new edge is created, but Original(E,) will be labeled on it too. That is,
all the transitions of G(V, E) will be labeled on the edges of G*(V*, E*). We thus
have: £ D E.

From Lemma | and Lemma 2, we know £ > E U R. Because no other labels
other than those in E = R have been used to label G*(V*, E*), we have E~R 5 .
We thus have:

Theoreml % =E=R.
4.2 Complexity analysis

The Selecting Chinese Postman tour of the SelectO digraph can be used to
generate an executable test sequence verifying the transitions and rules. The
complexity of converting the Selecting digraph to the SelectO digraph is dominated
by the process in computing the backward breadth-first-search tree for the
convergent edge and the bold edge which includes convergent edges (assume there
are j such edges). The breadth-first-search needs O(2!), checking the property of UIO
sequence needs O(n) (assume the FSM has n states), and checking the property of
strongly-connectness needs O(m) (assume the FSM has m edges) [10]. Hence, the
process needs O(j*(2)*(n+m)). Fortunately, the UIO sequence can be computed
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mostly in 2 to 3 input/output pairs [12], and hence 1 is not very large.

The Selecting Chinese Postman algorithm involves three phases [2]. The first
phase replicates or deletes edges of G”(V”, E”) to result in a new digraph where each
vertex has the same number of incoming and outgoing edges, and each label of X
appears in the new digraph at least once. The second phase involves using a tour to
connect the new digraph into an Euler digraph, if new digraph is a set of connected
components. The third phase computes the Euler tour of the Euler digraph. If no
tours is needed in the second phase, then the tour in the third phase is the optimal
tour. Otherwise, the cost of the tour is larger than the optimal cost by the extra cost
used in the second phase. The second and the third phase need O(|E”|) and the
complexity is dominated by the first phase. The first phase uses an integer
programming approach to find a solution. If the problem size is not very large, the
LINDO package can compute the optimal solution very quickly [15]. Otherwise, we
can construct an initial solution based on Kwast’s result for the data portion [8][9]
and Miller’s result [11] for the control portion. The branch and bound algorithm for
the integer programming will iterate to improve the initial solution, which guarantee

an improved result within an acceptable time limit.
4.3 Experimentation

We experiment our method on the Simple Session Protocol [8][9] (Figure 9). In
[8], the protocol has 8 rules, but in [2] only 7 rules are used. We use the 8 rules of [8]
and extend it into the 16 rule of Figure 8 that can completely test the data portion
properties. For example, for the rule that the value of the parameter of “Abort/
SUABIn” must be the same, we convert into the 8 rules which considers the pair’s
starting state. By using the method of [11][14], we obtain for the control portion an
executable test sequence that involves 37 input/output pairs. By using the method of
[2], we obtain for the data portion an executable test sequence that involves 28
input/output pairs. By using the method of this paper, we obtain for both portions an

executable test sequence that involves only 41 input/output pairs and a 37% saving is
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achieved. The integer programming equations have been solved by the Lindo on a

PC in less than one second [15].
R1: qual-of-serv(Connect) = qual-of-serv(SCONreq) in the transition (1, 2: SCONreg/connect)
R2: If qual-of-serv(Connect) = 0 or *, then qual-of-serv(Accept) = 0 in the path [SCONreg/connec
Accept/SCONcnf(+)] from state 1.
R3: qual-of-serv(SCONenf) = qual-of-serv(Accept) in (2, I; Accept/SCONenf(+))
R4A: reason(Abort) = reason(SUABInd) in (2, 1; Abort/SUABind)
R4B: reason(Abort) = reason(SUABind) in (2. 1; SUABind/Abort)
R4C: reason(Abort) = reason(SUABInd) in (4, 1, Abort/SUABind)
R4D: reason{Abort) = reason(SUABind) in (4, 1; SUABind/Abort)
R4E: reason(Abort) = reason(SUABind) in (6, 1; Abort/SUARind)
R4F: reason(Abort) = reason(SUABInd) in (6,1; SUABind/Abort)
R4G: reason(Abort) = reason(SUABind) in (1, 1; SUABind/Abort)
R4H: reason(Abort) = reason(SUABind) in (1, 1; Abort/SUABInd)
R5A: If qual-of-serv(Accept) = 0 then reason(Nonfinish) = *, and reason(SRELcnf) = »
in the path [Accept/SCONenf(+) , SRELreq/Finish, Nofinish/SRELcnf(-)] starting from
state 2.
R5B: If qual-of-serv(Accept) = 1 then reason(Nonfinish) # * in the path
[Accept/SCONenf(+), SRELreq/Finish, Nofinish/SRELcnf(-)] starting from state 2.
R6:  reason(SRELenf) = reason(Nofinish) in (6, 4; Nofinish/SRELenf{(-))
R7: Ifresult(SCONcnf) = 22 then qual-of-serv(SCONcnf) =" in (2, 1: Refuse/SCONcnf(-))
R8: Ifresult(SRELcnf) = 7? then reason(SRELcnf) =~ in (6, 4; Nofinish/SRELcnf(-)).
Figure 9. The rules for the data portion of the Simple Session Protocol.

5. Conclusions

In this paper, we have proposed a method to automatically generate the
executable test sequence for both the control and the data portions of the protocol.
In contrast to testing data portion using the optimal method of [2] and testing the
control portion using the optimal method of [11] separately, using our combined
approach achieves a 37% saving in test sequence length.

In protocol testing, the test sequence length may not completely reflect the
testing time, because some operations may take longer testing time than others.
However, our method of minimizing the test sequence length can be easily extended
to minimizing the test sequence cost, by assigning cost to the edges of the digraph. In
a remote testing system that involves the upper and lower testers, a synchronization
problem may be encountered. And the current proposed method can be combined
with the duplexE digraph method to generate a synchronizable and executable test

sequence [4].
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