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Detection of DNA-damaging Agents in the Environment
by Using Bacteria Carrying a recA-luxAB
or a lexA-luxAB Fusion

Mei-Kwei Yang, Pei-l Wu and Tien-Chun Yang
Department of Biology
Fu Jen Catholic University
Taipei , Taiwan 242, R.O.C.

Abstract

The DNA damage inducible recA and lexA genes of
Xanthomonas cam pestris pathovar citri has been fused to the luxAB
genes from Vibrio fischeri that encode the enzyme luciferase. Cells
transformed with this transcriptional fusions responded to DNA-
damaging agents with an increase in luciferase activity. A marked
bioluminescence response was observed when cells were exposed to
samples from industrial waste water. These results demonstrate that
these two lux biosensors may be used as tools for detecting DNA-

damaging agents in the environmental samples

Key Words: Xanthomonas campestris pathovar citri; recA ;
DNA damage; gene promoter; transcriptional

fusion

INTRODUCTION

Direct determination of specific chemicals and biological toxicity assays are two
common approaches to detection of environmental contaminants. There is good
evidence that biochemical and microbial assays have gained more recognition than
bioassays based on animal models or tissue culture techniques. In response to

environmental stress, organisms encounter significant metabolic alternation or cellular
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adaptive response via the induction of specific gene expression (Walker, 1984). The
detection of transcriptional activation is achieved by fusion of promoter elements to
reporter genes. A particularly useful reporter system is made up of the structural
genes, [uxAB, of the bioluminescence operon derived from the marine bacterium
Vibrio fischeri (Meighen, 1991; Stewart and Williams, 1992). Escherichia coli
strains containing the promoters of heat shock or other stress-induced genes fused to
the lux reporter increase bioluminescence in response to many chemicals (Van Dyk et
al., 1994).

Many industrial wastes and manufacturing sites contain genotoxic agents that
cause DNA aberration directly or damage DNA indirectly. Thus, the monitoring of the
presence of mutagens in the environment is very important. A more rapid, simple and
inexpensive screening method where mutagenicity is assayed by light emission is
therefore developed (Justus and Thomas, 1998; Min et at., 1999; Vollmer et al.,
1997). In constrast to Ames test, a bacterial mutagenicity test, advances in molecular
biology allowed genetically manipulated bacteria to lead the improvemnet in this field.
When the cells’ DNA has been damaged, the repair system is turn on to ensure cell
survival. In E. coli, the genes of the SOS global regulatory response which are
involved in error-prone DNA repair following either chemical or physical DNA damage
are activated (Walker, 1984; Miller and Kokjohn, 1990). Reporter genes fused to
SOS genes as the basis for generating new mutagenicity tests are therefore developed
(Quillardet et al., 1982; Ptitsyn, 1996; Manen et al., 1997). Examples include
recA, uvrA, alkA, and umuC’ fused to lux genes to measure the mutagenic and
genotoxic effects of various pollutants (Smith, 1985; Oda et al., 1985; Reifferscheid
et al., 1991; Hill et al., 1993; Meighen and Dunlap, 1993; Van Dyk et al., 1995;
Vollmer et al., 1997; Willardson et al. , 1998)

We have previously shown that a recA mutant of Xanthomonas campestris
pathovar citri (X.c. pv. citri), the bacterium responsible for citrus canker disease,
exhibits increased sensitivity to ultraviolet ( UV ) irradiation and methylmethane
sulfonate (MMS) and is unable to undergo homologous recombination. We have
localized and characterized a region of the promoter of recA that is responsive to DNA

damage. In addition, the lexA gene which product regulates the expression of recA has
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also identified. In this study, X. ¢. pv. citri harboring the recA or lexA promoter
region fused to luxAB originating {rom Vibrio fischeri , was used for detecting DNA-

damaging agents by monitoring bioluminescent emission.

MATERIALS AND METHODS

1. Bacterial strains, plasmids and growth conditions

The bacterial strains and plasmids used in this study are listed in Table 1.
Xanthomonas campestris pv. citri strains were grown in Luria-Bertani medium at
28T . Tetracycline or chloramphenicol was added to culture medium at final
concentrations of 25 and 30 pg ml™', respectively. Competent X.c. pv. citri cells were
prepared and subjected to electroporation as previously described (Yang et al., 1991).
All recombinant DNA protocols and other DNA manipulations were performed by
standard procedures (Sambrook et al., 1989). Southern blot analysis was performed

with DNA probes labeled with digoxigenin by random priming.
2. Preparation of recA-luxAB and lexA-lexA fusion constructs

Promoter of X. ¢. pv. citri recA was excised by digestion with EcoRI and
Avall, and ligated into plasmid pMY3 digested with HindIII. pMY3 contains the
promoterless luxAB genes just downstream of a multiple cloning site (Weng et al.,
1996). A DNA fragment, containing the 5" untranslated sequence of X.c. pv. citri
lexA , was also isolated from plasmid pC1900 and fused to the pMY3 to generate the
plasmid containing the promoter sequence of lexA . The presence of the desired inserts
was confirmed by DNA sequencing of each fusion product. All plasmids containing the
fusion constructs were introduced into X.c. pv. citri cells by electroporation and

tetracycline-resistant transformants were selected.
3. Induction of luciferase by mitomycinC and other DNA-damaging agents

X. c. pv. citri XW47 cells harboring the pREP426 or pLEP320 plasmid were

grown to log phase to an optical density at 600 nm ( ODgy, ) of 1.0. Increasing amounts
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Table 1. Bacterial strains and plasmids.

So
Strain or plasmid Relevant genotype or characteristics TSR
reference
Strain
XwW47 Virulent citrus canker type strain of X. c. pv. citri Yang et al.,
1991
Plasmid
pBC SK" Phagemid derived from pUCI19. Used as a cloning Stratagene
vector.
pMY3 Te", promoter-probe vector with [uxAB markers Weng et al.,
1996
pC1900 pBC SK* with an inserted 1.9-kb Clal fragment This study
containing X. c¢. pv. citri recA
pREP426 pMY3 with an inserted 426-bp EcoRV-Awall fragment This study
of X. ¢. pv. citri recA comprising 287 bp of 5
untranslated sequence and 139 bp of 5’ coding sequence
pLEP320 lexA-luxAB fusion vector, consisting of pMY3 with a This study

332-bp fragment of lexcA inserted into the Hin dIII sites

of mitomycin C or other DNA-damaging agents including MMS, nalidixic acid,
ethidium bromide and UV irradiation was added to induce the transcription of
luciferase. Luciferase activity was detected with a lum inometer (LB953 AutoLumat;
EG & G Berthold, Bad Wildbad, Germany ). After addition of 100 pl of =n-
decylaldehyde (0.1% suspension in ethanol) to 500-pl samples, bioluminescence was
measured over three 10-s intervals. Luminescence was expressed in relative light units

(RLU).
4. Testing of industrial waste water

Waste water samples were collected from the effluent at Wu-ku industrial area, Tai-
Sun. This area was known to contain various company and was suspeneded to be
contaminated with chemicals. Samples were filtered through a disposable 0.2-pm

membrane to remove bacteria and used in the recA-lux and lexA-lux assay on the same



day. These samples were stored at 4T and used for luciferase assays for up to 1 week
after sampling. Water was tested by adding 1 ml of sample with equal amount of X.
c. pv. citri cells harboring the pREP426 or pLEP320 plasmid in LB medium at a
density of 0.6 ODgy,. The cells were incubated at 28°C and then luciferase activity was
measured at various intervals. In addition, cell viability was also tested in the presence

of the sample water.

RESULTS AND DISCUSSION

1. Time course of luminecent intensity

To test the luminesscent activity of the test bacteria, X. ¢. pv. citri cells carrying
the plasmid pMY3- lac was measured. Luminescence wes observed upon addition of
the luciferase enzyme substrate N-decyl aldehyde to cells grown for 12 h timeucorse.
Viable cell counts and optical density of cultures were monitored during the time course
to eliminate the possibility of false negative response due to cell death. A significant
increase in luminescence level was observed over time within 24 h (Fig. 1). This
indicates the need for cells to be in a metabolically active state for lux gene expression
to occur. Thus, the luminescence observed in this system may be useful in providing

quantitative data for detecting gene expression.
2. Induction of recA-luxAB and lexA-luxAB expression in X. campestris pv. citri

pC1900 was digested with EcoRV and Awall, a DNA fragment of 426 bp was
isolated and ligated into plasmid pMY3 digested with Hind1II, thereby generating
pREP426 (Fig 2). A 320-bp Awall-Pouull restriction fragment, containing the 5’
untranslated sequence of X. ¢. pv. citri lexA , was isolated from plasmid pC1900 and
fused to pMY3 to generate the plasmid pLEP320 (Fig. 3). The vector pMY3 contains
a promoterless copy of the Vibrio fischeri luxAB genes and can replicate in X. ¢. pv.
citri, in the absence of a cloned promoter, no luciferase activity was detected when this
vector was introduced into X. ¢. pv. citri. The pREP426 or pLEP320 plasmid was
introduced into strain XW47 by electroporation, and the effects of DNA-damaging
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Fig. 1. Luminescence of X. c. pv. citri XW47 carrying pMY3-lac versus time in LB medium.

agents on luciferase activity were determined.

The expression of recA-lurAB was examined in X. campestris pv. citri as
described previously (Yang and Yang). The time course of luciferase activity in X. c.
pv. citri cells harboring pLEP320 plasmid is shown in Fig. 4. More than two-fold
increase in the luciferase activity was detected by exposure of cells to mitomycin C (0.5
pg ml™") (Fig. 4A). Various other DNA-damaging agents such as MMS (an
alkylating agent), nalidixic acid (a DNA gyrase inhibitor), ethidium bromide (an
intercalating agent) and UV irradiation (which induces the formation of pyrimidine
dimers) were also shown to increase the transcription of lexA in X. c. pv. citri cells
(Fig. 4, B through E). These results indicate that the transcription of recA or lexA is

increased by exposure of X.c. pv. citri to DNA-damaging agents.
3. Effect of waste water on the expression of a recA-luxAB fusion construct

To determine the utility of these two fusion constructs in measuring the
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Fig. 2. Construction of a recA-luxAB fusion plasmid pREP426. A 426-bp EcoRV-Avall fragment of
pC1900 containing promoter sequence of recA was isolated and ligated to the HindIII site of
plasmid pMY3 to generate pLEP426.
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Fig. 3. Construction of a lexA-luxAB fusion plasmid pLEP320. A 320-bp Avall-Pvull fragment of

pC1900 containing the prometer sequence of lexA was inserted into the HindIII site of plasmid
pMY3 to generate pLEP320.
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Effects of DNA-damaging agents on expression of a recA-luxAB fusion construct in X. c. pv.
citri. Exponential phase cultures of strain XW47 transformed with plasmid pLEP320 were
incubated with various concentrations of mitomycin C (A), MMS (B), ethidium bromide (C),
or nalidixic acid (D), or were exposed to the indicated doses of UV radiation (E), and

luciferase activity was assayed at the indicated times. Data are means * SEM of five independent

experiments.
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Fig. 5. Induction of recA-luxAB fusion in waste water samples collected from Tai-Pei Hsien area.
Luciferase activity was assayed 60 min after adding various dilution of an estuarine water

sample.

environmental contamination, waste water samples from industrial area were tested.
Water was obtained from various factory at Hsin-Chuang and Tai-Sun site in Taipei

Hsien, Taiwan. We examined the presence of DNA-damaging agents by determining
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recA gene expression with the use of a recA-luxAB fusion construct. pREP426
containing 287 bp of the 5" untranslated region and 139 bp of the 5’ coding region of
X.c. pv. citri recA was introduced into strain XW47 by electroporation, and the
effects of water samples on luciferase activity were measured. Maximal induction of
the recA-luxAB fusion construct was apparent when XW47 cells were exposed to the
DNA-damaging agents at a culture optical density at 600 nm of 1.0 to 1.2 (Yang and
Yang, 1999). Bioluminescence of cells containing this construct indicated that certain
mutagen was present in the waste water (Fig. 5). The maximal effects were apparent
~1 h after initial exposure to inducers. Induction of lexA-luxAB was also examined
and the responses were similar to that observed in recA-luxAB. Thus, both reporter

strains were useful for determination of DNA-damaging agents in the waste water.
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Torsional Vibration Suppression
By Excitation Control of Synchronous Motor
Driving Mass-Spring Load Systems

Yuang-Shung Lee
Department of Electronic Engineering
Fu Jen Catholic University
Taipei , Taiwan, 242, R.0O.C.

Abstract

This paper presents a torsional vibration suppression problem of a
large-scale synchronous motor driving system under starting transient
and steady-state disturbing conditions. The transient torsional
vibration is suppressed by inserting a passive circuit element in the
field circuit of a salient pole synchronous motor during the starting
period. The circuit parameter in the starting field circuit control
schemes is determined by the proposed optimization algorithm with
the unified quadratic vibration performance index. The dynamic
torsional vibrations are repressed by a proposed auxiliary excitation
controller, is designed by optimal and suboptimal control theory. The
LQR designed method does not need the prespecified weighting
matrices. The eigenvalues of torsional modes are shifted to
preassignment vertical strip, and does not destroy the other mode
shapes of the system. For demostrating the effectiveness of torsional
vibration suppression, eigenvalue analysis and nonlinear computer
simulation results are used to show that the proposed starting control
scheme and excitation controller give significant improvement in the
torsional oscillation performance of the synchronous motor driving

system.

Key Words :  torsional vibration, starting control, strip eigenvalue
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assignment, optimal and suboptimal control,

stability

INTRODUCTION

Large synchronous motor has found application in numerous industrial activities,
such as, multicompressor, pumped storage plants, drill presses, cement industry
drivers, and synchronous compensators. The driving system composed of an inertia
load through mass spring mechanical system brings a certain set of torsional vibrations
under transient and steady state disturbance [1-5]. Torsional vibration is rarely a
problem for small capacity utility motor, but may be of serious predicament to large—l
scale synchronous motor driving system during disturbance, if it is not provided with a
well-design starting control scheme and a suppressed control method for the motor and
shaft system [3,4]. The salient pole synchronous motor usually have a pulsating
torque components with a frequency spectrum ranging from dc component to twice
source-frequency during the starting transient period. If the frequency of one or more
of these pulsating torque components becomes complementary with that of the
torsional mode of the mass spring mechanical éystem, then they become mutually
excited and are affected by the interaction with the electromagnetic torque of the
synchronous motor. It will cause an extreme risk to the mechanical system and the
production process, such as, tremendous shaft torque and shaft failure [4-8], the
economic impact due to production loss [5], or increased risk to the system [6].

In practice, the above mentioned damaging oscillation torque usually occurs in the
initial starting period and/or subject a disturbance. Therefore, the starting process and
control of the motor driving system play a significant role for oscillation dynamics.
Generally, a synchronous motor is started from a direct line voltage starter under short
field circuit. As the starting current reaches a range of four to ten times of the full load
motor current, then the torque surge can be in excess of 200% of the full load torque.
The reduced voltage starting method is the most frequently adopted method to suppress
the starting inrush in industrial motor application [ 10.11]. However, torsional

oscillation components are unavoidably generated and interacted with the starting
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transient or stead-state disturbance of the synchronous machine [8].

A synchronous motor, is excited from the direct current which is applied to it’s
field windings. The field circuit and excitation system supply a significant
consideration that needs to be adopted either during the design or the operation phase
of the synchronous motor for industrial applications [4,12]. A series connected field
discharge resistor in the field circuit of a synchronous motor, is usually recommended
by the industry for both field insulation protection, and increased starting torque
during the starting period.

In the present study, a starting field circuit control scheme with a series
connecting impedance is applied to compress the transient torsional vibrations. An
unified optimization approach is proposed to determine the passive circuit parameters of
the starting field circuit control schemes, according to the optimization of the novel
quadratic vibration performance index. An auxiliary excitation controller with partial
output feedback is used to damp the dynamic torsional vibration under the disturbance
during the steady state conditions. The output feedback gains are obtained from
suboptimal control approach of the strip eigenvalue assignment. For demonstrating the
effectiveness of torsional vibration suppression, nonlinear computer simulation and
eigenvalue analysis are illustrated to validate that the proposed starting control scheme
and the excitation controller give significant improvement in the torsional vibration
performance of the large-scale synchronous motor driving three-mass-spring load

system.

SYSTEM MODELING

1. Nonlinear model

Figure 1 shows the schematic configuration of the three-mass-spring load driving
system for torsional dynamic analysis. The system consists of a large-scale synchronous
motor with a field circuit, and driving an inertia load through the coupling device with
two elastic shafts. The three-phase, symmetrical stator winding of the synchronous

motor whose arbitrary reference-frame d-q voltage equations can be written as:
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where E, = R, + V,/X,,is the field voltage, the applied d-q voltage of the damping
winding is zero, i.e. V,, =V, =0 [13].
The external starting field voltage, V,, = R, + w,,XmJiﬁdt , where R, and X,

are the starting field discharge resistance and the starting field charge/discharge
capacitance, respectively.

The expression for the electromagnetic torque in terms of the reference-frame

states 1s*
Te = (deifd + Xdz'd + deikd )iq - (Xqiq + er]iizq )zd (2)

In order to analyze the dynamic torsional vibrations of the three-mass-spring motor

driving systems, it requires to solve the simultaneous equations of the synchronous
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motor and the mass-spring mechanical system, for several control schemes. The
mathematical equation of the three-mass-spring mechanical system including the shaft
torsional dynamics in terms of rotating angle 6, and angular velocity w of each rotating

mass can be expressed as:

0 » = 0 0 1 Faﬁ
T, Kue Dy+Duc+Jwp  — Kue = Dye 0 w,
0 0 0 ) -1 0 0 8,
0 - Kue = Dye Kuct Ko Dc+Dyc+ Do +Jp - Kq — D we
0 0 0 0 0 » -1 0,
- T, L 0 0 ~ K - B Ko Dc+Dg +Jp] MJ
(3)

where the subscripts of the states, r, ¢, and L denote the rotor, coupling, and load
rotational mass, respectively. p denotes the time differential operator, and T, is the
load torque of the synchronous motor [14]. The shaft torques between the three mass

are defined by:
KMC(GM - Gc) (4)
Tq = Kc:,(gc - HL) (5)

Ty =

where 0y is the mechanical angle of shaft rotation of the synchronous motor.

By combining Egs. (1)~ (3) and taking the proposed control scheme of the field
circuit of the synchronous motor into the system, the complete system model is
composed of eleven nonlinear equations including the synchronous motor dynamics and
the mass-spring dynamics. The torsional dynamics of high inertia load system interacts
with the electromagnetic torque of synchronous motor during the disturbance under the

different control schemes.
2. Linearized model

In order to regulate the excitation voltage of the synchronous motor under the
system operating necessary. The excitation system for the synchronous motor is
equipped as the static type exciter, and the s-domain block diagram is illustrated in

Fig.2. Combining synchronous motor, exciter, and mass-spring mechanical system,
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Fig. 2. [Excitation system.

we can get a set of 13th-order nonlinear differential equations. At the nominal
operating point, all the nonlinear differential equations can be linearized to obtained a

set of linear differential state equations by the following compact from:

EX(t) = FX(¢) + GU(z)
X(t) = E'FX(¢)+ E'GU(¢) = AX(¢t) + BU(¢) (6)

where A = E”'F, and B = E'G are the constant system matrix, X(z) = [Aiy, Ai,,
Aiy, Aiy, Ay, A, Aw,, AD,, Aw,, A8, Aw,, AE,, AV;]"is the system state
vector, U(¢) = [U,,]is the supplementary control signal from the auxiliary excitation
controller.

Torsional oscillation stability of the system can be determined by examining the
eigenvalues obtained from Equ.(6). All of the eigenvalues must be located at the left-
half plane in the s-domain and distant from the imaginary axis for better system
damping effectiveness. The system data including synchronous motor, exciter, and
mass-spring mechanical system are given in Appendix. The complete eigenvalues of the
system without the auxiliary excitation controller are tabulated in the second column of
Table 1. It is observed that there are two critical torsional modes, located at —0.096
+j297.71 rad/sec (47.38Hz) and —1.101 +j698.73 rad/sec (111.2Hz), denoted the
torsional modes. The damping of those critical torsional modes are not sufficiency, and
the damping ratio of the dominant mode is 0.003. In addition, the damping for the
torsional modes to be increased, and the requirement for appropriate stabilization

controller to damp out of the torsional oscillations of the motor driving system is evident.
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Table 1. System eigenvalue.

Without excitation With optimal With suboptimal
controller excitation controller excitation controller
—54.88 —54.88 -60.41+310.57
Synehronons —4.33'_“1:12.23 —4.33i1:12.23 —5.5511:12.47
A -20.78 £3375.09 -20.78 £3375.09 -17.48 11_374.22
- —1.441 =1 .515 —1.574+50.658
-1.742 —-1.742
—64.346 - 64.346
Mass-spring —38:26 —38.26 —37.494
Mechanical —-0.096 £j297.71 -1.638+;297.71 -1.85+j298.49
System —1.101£j698.73 —1.603 £;698.73 ~1.89+698.73

STARTING CIRCUIT DESIGN

The Salient-pole synchronous motor, which is used for most industrial
applications, has a cage type damping winding on the surface of salient-pole, and there
is a non-uniform magnetic reluctance. Most synchronous motors are started from rest
and accelerated to near synchronous speed as an induction machine [2]. The starting
production torque is to be constructed by the following three torque components.
First, damping winding torque produced from the cage type damping winding as an
induction machine. Second, reluctance torque produced from the variation between d-
q axis that causes a pulsation of armature current and motor torque at twice-slip
frequency [6]. Third, the transient torque produced from starting field circuit control
schemes, usually shorts field circuit. During the starting transient disturbance, the
torsional mode is excited, the transient torque component of a field circuit of the
synchronous motor has a significant effect. To ensure that the starting transient
disturbance does not excite the shaft torsional oscillation to approach the critical
designed limit for torsional stress, it may produce a premature component failure.
Hence, the starting techniques and proper switching coordination are necessary to
reduce the corresponding torsional mode torque and mutual interactions. Thus a
starting control scheme with a series conneting impedance in the field circuit of the

synchronous motor is proposed in the present study, to reduce the starting transient
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torsional vibrations. The series impedance is composed of a field discharge resister and/
or a charge/discharge capacitor.

In order to optimize the field discharge resistance and charge/ discharge
capacitance, a quadratic vibration performance index is proposed to determine the
optimum the starting field discharge resistance and the charge/ discharge capacitance.
By defined the motor-speed vibration error vector X = [Aw,, tdDw,]" where Aw, is
the motor-speed deviation and td Aw, is the time-weighted derivative of the motor-
speed deviation, respecitively. Thus the quadratic vibration performance index can be

expressed as [14] :

Jw=7 DX (DA () (7)

where the superscript T denotes the transpose of a matrix, whereas, Q is the positive
and diagonal weighting matrix of the vibration variable deviations, t = K AT where
AT is the sampling time, N is the number of measured data points. The parameter
optimization algorithm minimizes the vibration performance index such that the
optimal parameter of the starting field control circuit can be calculated with a minimum

vibration error and settling time response.
EXCITATION CONTROLLER DESIGN

To determine the gains of the controller, the linearized differential equations of
the system, including synchronous motor, exciter, and the three-mass-spring load

system, as mentioned in Eq.(6) are rewritten in state equations.
X(t) = AX(¢) + BU(¢), X(z,) = X, (8)
Y(¢) = CX(z) (9)

where X (z) is the n X 1 state vector, U(z) = [U,lis m % 1 the supplementary
control signal from the excitation controller, and Y (z) = [Af,, Aw,, AD,, Aw,, A,
Aw;]"is p X 1 the output signal.

1. Optimal strip eigenvalue assignment

In the design of a conventionally optimal control system, it is desired to get U(z)
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such that the performance index J is minimum, where

I =53] TX"(0)@ (1) + U(ORU() dt (10)

The weighting matrices Qand R are n X n nonnegative and m X m positive definite
symmetric matrices, respectively. The optimal control vector is U(¢) =~ F'X(t),
where the feedback gain is F' = R'B'K with K being a symmetric positive definite

solution of the matrix form Riccati equation in closed form:
AK + KA-KBR'B'K + Q =0, AN

and the closed loop eigenvalues, denoted by A(A — BF) = [A,, " Aoy At A, ],
will lie in the open left-half plane of the complex s-plane as the desired damping for the
system.

In conventionally LQR problems, the optimal gain is designed by redundantly
selecting weighting matrixes in accordance with practical intention for simplicity, the
matrices Q and R are usually chosen as diagonal matrices. To improve the system
performance, the weighting matrix R is set to be an identity matric for equal weighted
of the m control inputs, and the weighting matrix Q must be given previously, such
that the controlled eigenvalues A, to A,, will be selected and shifted to a desired location.

For a large-scale system, the weighting matrices Q and R are hard to determine
previously. A redundantly trial and error are the most usually approach to determine
those weighting matrices. To solve this difficulty, a unified countermeasure will be
proposed as follows, the closed-loop eigenvalues are shifted to a prespecified vertical
strip without the need of weighting matrices.

Let & = 0 be a real number, and represent the prescribed degree of relative
stability. The unstable system eigenvalues of A = A + &I, will be shifted to their
coresponding locations with respect to the — & vertical line, then the overall system
eigenvalues of the closed loop system, A, = A-BR 'B'K, have lain on the left side of
the — & wvertical line of the complex s-plane, where the K is the solution of the

following closed form Riccati equation with Q = 0, [15]:
A'K + KA -KBR'BK +Q =0, (12)

Assume, &, and &, are two positive real numbers to denote the vertical strip of [ — &,



Torsional Vibration Suppression By Excitation Control of Synchronous Motor Driving
Mass-Spring Load Systems

24

-€,] on the negative real axis of the complex s-plane. Given A = A + &,1,, the control
law is modified to be U(t) =— pFX(z) =~ pR 'BK, where the matrix K is the

solution of the modified Riccati equation:
AK + KA - KBR'B'K =0, (13)
The gain p is slelected by [16]

_ k7t < T W &6
0 _0'5(1+zr(A+)) 0'5+tr(BF*) (14)
where tr(A*) =- _22;1/1,-* = %'tr(BF‘) and A/(i = 1,...,n") are the unstable

eigenvalues of A. The optimal closed-loop system becomes X (¢) = (A - pB;r:' )X (),
A(A - pr" ) denoted a set of eigenvalues which located inside the vertical strip of [ —
€,, — &,]. In mentioned Eq.(13) for equal weighting of the m control inputs, R can be
an unity matrix. The proposed optimal strip eigenvalue assignment can be used to

design the damping controller without the need of weighting matrix Q.
2. Suboptimal strip eigenvalue assignment

Since the control signal from the optimal controller is a linear time invariant
combination of all states. It is impractical in real system. Some system states could not
be measured. Consequently, we want a suboptimal controller with measurable output

signals
U(t) =- P°Y(t) =- PCX(t) =- FX(¢) (15)

It is noted that U°(¢) is also a linear time-invariant combination of the system states
and near a optimal controller.
If F° = F* = pF, the near optimal controller is an optimal one. However, it is

usually impossible in practical system. Therefore, we define the state error vector
e(t) = X°(1) = X°(2), e(ty) = 0 (16)

where X°(¢) is the suboptimal state vector and X°(¢) is the optimal state vector.
Differentiating both sides of Eq.(16), and substituting Eq.(8) into Eq.(16), we get

e(t) = (A - BF)e(t) + B(F - F)X(¢) (17)
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Let the excitation error vector be
h(t) = (F - F)X(z) (18)
then
e(t) = (A - BF)e(t) + Bh(t), e(t,) =0 (19)

To minimize the effect of A(z) in the time span, a quadratic excitation performance

index J is define.

7 =3 Rk (20)
0

Minimizing the excitation performance index obtains the output feedback suboptimal

controller in Eq.(15) [11]. Where P? is the suboptimal output feedback gain and

P°= F'LC"(CLC)” (22)
L is the solution of the matrix equation

(A-BF)L+L(A-BF)" =-1 (22)
The closed loop system with the suboptimal controller is

X(t) = (A-BF)X(2), X(z,) = X, (23)

The suboptimal controller only guarantees a minimum excitation performance index,
but does not ensure a stable system. It is necessary to check that all eigenvalues of (A

—BF®) have negative real part, and the damping of torsional modes are adequate.
ANALYSIS AND SIMULATION

To evaluate the transient and dynamic torsional performance of the synchronous
motor driving system with the proposed control scheme, a nonlinear computer
simulation is performed under different starting field control schemes. The eigenvalue
analysis is utilized to verify the amplitude and the location of the studied system are
tabulated in Table 1. An inspection of the system eigenvalues shows that there are two
critical torsional modes, located at 47.38Hz (297.71 rad/sec) and 111.2Hz (698.73
rad/sec). Besides, the electromagnetic mode and the slip frequency mode of the
synchronous motor are also located at 1.95Hz (12.23 rad/sec) and 59.69Hz (375.09
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rad/sec), respectively. The torsional dynamic of the studied system might be directly
excited by the starting transient disturbance and interacted with the electromagnetic
torque of the synchronus motor.

The Runge-Kutta fourth order integration routines are used to obtain the solutions
of the nonlinear different equations, Eqgs. (1) ~(3), represent the synchronus motor
driving inertia load system. Fig.3 (a) shows the transient torsional dynamic during
the starting period under a short field circuit starting control scheme. The starting
inrush electromagnetic torque is affected by the dc component and the line source
frequency component. Whereas, the oscillation component pertaining to acceleration
torque is excited by the starting transient disturbance which is located close to 47.38
Hz. Beside, the two starting inrush shaft torques are also excited by this disturbance,
and pulsated at a torsional mode of 47.38Hz and 111.2Hz. The drastic peak of inrush
torque on the shaft by using short field circuit directed starting control scheme produce
an extreme risk of premature shaft failure due to excessive dynamic torsional stress. As
a result, some additional countermeasures in the starting techniques must be employed

to repress the shaft torsional vibrations under system disturbance.

8

(=]
&
2

motor speed, p.ie.
o
2
motor torque Te, p.u
5 o S
<]
<>

= d
8 &
£ 2
y 3
y

20 E3

40
o 1 2 3 4 5

Fig. 3a. with directed short field circuit starting control scheme.
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Fig. 3b. with optimum field capacitor starting control scheme

Fig. 3. Starting transient responses of synchronous motor driving system.

A simple starting control scheme with a series connecting capacitance (i.e,
shorted the resistance, R, ) in the field circuit is proposed to compensate the shaft
torsional vibrations during the starting period. The determination of starting circuit
parameters for the field circuit of the synchronous motor is based on the applications of
the parameter optimization algorithm as mentioned in Eq.(7). A numerical procedure
is proposed for determining the starting circuit parameter, a positive weighting matrix
Q = Diag [0.00001,0.00001 ] is selected. For each of the given starting circuit
parameters and the system dynamic states, the quadratic cost function represents the
vibration error, as computed in Eq.(7). The best parameter is the one that
corresponds to the smallest of the vibration performance index. Fig.4 shows the
vibration performance index versus different series starting field charge/discharge
capacitance under different constant load torque. The minimum cost is located at zero
constant load torque situation. Wherein, the optimum starting charge/discharge
capacitance, X, is 0.94482 p.u. The optimum charge/discharge capacitance is
independent of the constant load torque. Since, the capacitance, which minimized the
equivalent armature impedance, and resonated close to the torsional mode with respect

to the field inductance for the shorted-circuited armature [12]. Reducing the
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Fig. 4. Vibration performance index versus starting capacitance under different constant load torque.

synchronous impedance by the resonant field circuit, the synchronous machine could
compensate the shaft torsional vibrations, which is excited by the starting transient
disturbance. o

With a well-designed optimum capacitance of the starting control schemes, one
can not only improve the shaft torsional vibrations but also the acceleration of
performance of the synchronous motor. Fig.3 (b) shows the transient responses of
speed and torque for the system with an optimum field capacitance in the proposed
starting control schemes. The essential features can be summarized as follows:

(a). The vibration of speed and electromagnetic torque of the synchronous motor
can be compressed in the proposed starting control schemes with an optimum field
charge/discharge capacitance. The minimum cost of the vibration performance for the
synchronous motor with the optimum capacitance is almost less than that with the
optimum resistance under the optimizating procedure [14].

(b). The shaft torsional vibrations are clearly improved for the choice of the
proposed starting control schemes with the optimum series connecting capacitance.
The peak amplitude of the transient shaft torque vibration was reduced to 40% of that
of short field circuit starting control schemes.

(¢). The speed accelerating performance and the maximum overshoot of the
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proposed starting control schemes are better than the normal direct short field circuit
starting control schemes.

Eigenvalue analysis and nonlinear computer simulation are used to ensure that the
system damping is improved when the system with optimal and suboptimal excitation
controller. To improve the torsional modes damping of the studied system, we select
[- & — C,] = [~ 2.0, — 1.5] to design the excitation controller. There are two
control schemes:

Case A: Optimal excitation controller is designed by optimal strip eigenvalue

assgnment method.

US.(¢t) = - 0.067Ai, — 0.076Ai, — 0.0674i,, — 0.0014i, — 0.0014i,, —
3.3846, — 0.041Aw, +29.71A6, +0.37Aw, — 26.34A6, —0.334Aw, +
0.373AE,, — 0.004AV;

Case B: Suboptimal excitation controller is designed by suboptimal strip

eigenvalue assignment method, that mentioned in above section.

US (t) = — 4.507A6r — 0.065Aw, + 44.432A0, + 0.596Aw, — 39.924A0, —
0.531Aw,

The eigenvalue of the system with the proposed optimal excitation controller is
tabulated in the third column of Table 1. It is observed that all the eigenvalues are
shifted to the vertical strip of [ =2.0, —1.5]. The two critical torsional modes shift to
—1.638+)297.1 and —1.603 +j698.73, and the damping ratio of the dominant mode
is improved to be 0.005. It also notes that the optimal excitation controller almost does
not destroy the mode shapes of the system. The eigenvalues with suboptimal excitation
controller are given in fourth column of Table 1. The torsional damping effect of the
output feedback scheme is better than that of state feedback scheme. The eigenvalues
of torsional modes are also near the vertical strip. Whereas, the mode shapes of the
system have some destroyed more than that of the state feedback scheme. The
damping effects are more acceptable than the original.

Eigenvalue analysis usually applies to investigate the small signal stability of a
system. To examine the damping effect of the proposed controller during the dynamic

period , time domain simulations are taken based on the nonlinear differential equations



Torsional Vibration Suppression By Excitation Control of Synchronous Motor Driving

30
Mass-Spring Load Systems
1.0004 A
gl.rxm H g ik
; ol
v g 005
50.9998 £ { \
2 2 Fa
0.9996 g 9 V
0.99940 1 2 3 4 5 -0.050 1 2 3 4 5
time,sec. ume,sec,
015 015
5 0.1 g‘i 0l
= 005 = 005
s J_ 3
5 o E 0
£ 005 %005
'010 1 2 3 4 5 'o']o 1 2 3 4 5
time,sec, ume,sec,

Fig. 5a. without auxiliary excitation controller.
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Fig. 5b. with suboptimal excitation controller.

Fig. 5. Steady state dynamic responses of synchronous motor driving system under constant load torque

disturbance.

which describe the system behavior under disturbance conditions. The nonlinearity
such as exciter ceiling voltage limit must be included. An 100msec, 10% load torque

change is used to examine the effect on the synchronous motor shaft. The dynamic
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responses are shown in Fig.5. The responses of the three-mass-spring motor driving
system are obtained for following two cases: (a) without auxiliary excitation
controller, and (b) with suboptimal excitation controller. The simulation results show

that the proposed controller of the exciter can effectively damp torsional oscillations.
CONCLUSIONS

The study proposed a simple field excitation control scheme for a large-scale
synchronous motor driving system during the transient and dynamic disturbance, to
reduce the interaction between the torsional dynamic of mass-spring shaft and the
electromagnetic torque of the syschronous motor.

A parameter optimization algorithm is proposed to determine the optimal field
charge/discharge capacitance in the starting field circuit control schemes of the
synchronous motor driving system. The nonlinear simulation results indicate that the
proposed optimum starting field circuit control schemes for the synchronous motor
driving system, can significantly reduce the amplitude of the shaft torsion vibrations.
Furthermore, the transient interaction of the motor driving system excited by starting
disturbance can also be minimized. The optimal field charge/discharge capacitance
plays a more important role to limit the transient torsional vibrations and it is
independent of the constant load torque of synchronous motor.

An output feedback excitation controller is designed to increase the dynamic
stability of the three-mass-spring load synchronous motor driving system. The
torsional modes can be shifted to a prespecified vertical strip without effecting the other
mode shapes. The LQR design method is very simple and avoids the difficulty of
choosing weighting matrices. Results of the analysis and digital simulation show that
the proposed excitation controller can provide adequate torsional damping effect under

disturbances.
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APPENDIX

System data: Synchromous motor, exciter, and mass-spring mechanical

system60Hz, 8-pole, 4KV, 6000hp

R, = 0.012 X, = 0.725 R,, = 0.0302 X..=1.0
X, =1.17 Xy =1.297 X, =0.75 X =1.122
X,, = 0.61 Je =0.012 J.. = 0.008 J. =0.014
R, = 0.0015 R,, = 0.039 R, = 0.030 Kue = 566.0
Ko = 2952.0 Dy=D.=D, =0 Dy =0.01 Dy = 0.01
Ky =2.0 T, =10.3 Ky =0.125 T, =0.05
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Random Position Orthography Halftoning
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Abstract

Orthography halftoning is one of the old digital halftoning
algorithms. It replaces each pixel in a continuos-tone image with an M
by N font. The advantage of orthography algorithm is that when you
need to scale up a continuous-tone image before applying halftoning
algorithm to the image, orthography algorithm can do both things at
the same time, which shortens the processing time considerably. But
orthography halftoning algorithm does possess disadvantages. Because
orthography algorithm uses only one font to reproduce one gray level,
the textures, created from a uniform area, exhibit structure or fixed
pattern. It is also common to see some dramatic texture in the
halftoned image depending on selected fonts. In this paper, we
propose an algorithm to solve these problems. The algorithm uses
multiple fonts to reproduce one gray level. These multiple fonts are
created at run-time for each pixel in the image by putting desired dots
into the font randomly. Also a novel implementation data structure is

provided to efficiently perform the algorithm.

Key Words ©  halftone, orthography, dither, error diffusion

INTRODUCTION

Digital halftoning is a process that creates a binary image from a continuous-tone
image. The primary challenge is to create a binary image, which gives human’s eyes an

illusion of original continuous-tone image. There are many halftoning algorithms that
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can deal with this problem. The well-known algorithms are random dither, ordered
dither, error diffusion [1-2], constrained average halftoning [3] and orthography tone
scale creation [4-5], etc. Some researches also reported that by incorporating human
visual model into halftoning algorithms, the halftoned images can get improved visual
effect too [6-12].

Orthography halftoning is one of the old digital halftoning algorithms. It replaces
each pixel in a continuos-tone image with an M by N font. A font is an array consisting
of black dots or white dots. The set of fonts is usually called book. Prior to applying
orthography algorithm, we have to design a book for the algorithm. Some optimization
has been done by Hamill [13], and the resulting fonts are similar to those shown in
Fig.1 [14].

After applying orthography halftoning algorithm to images, the resulting images
will be larger than original one. When we need to scale up a continuous-tone image
before applying halftoning algorithm to the image especial for printing, orthography
algorithm can do both things at the same time, which shortens the processing time

considerably.

T
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Fig. 1. 4X4 Fonts.
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However orthography algorithm possess some disadvantages. Because
orthography algorithm always uses the same font to reproduce the same gray level, it
suffers from two problems. The first problem is fixed pattern. When we dither a
uniform area, we will see a clear fixed patter. Human's eyes are sensitive to regular
pattern, so we don’t want that happening. The second problem of orthography
algorithm is dramatic textures. Orthography algorithm may create some dramatic
textures unexpectedly depending on selected font.

To solve these problems, we will use multiple fonts to reproduce one gray level.
In orthography algorithm, fonts are previously defined in a book. In the proposed
algorithm, fonts are not defined prior to processing but are created at run-time for each

pixel in the image by putting desired dots into the font randomly.
FOURIER ANALYSIS

The characteristic of a halftoning algorithm can be determined by its ability to
render a uniform gray area. This ability can be examined in the frequency by observing
the power spectrum of the halftoning algorithm. The power spectrum of error diffusion
shown in Fig.2 shows that this algorithm has a low frequency cutoff as denoted at 2
and there is a high peak denoted as 1. This type of dithering is called “blue noise”
because the power spectrum of the halftoning algorithm is similar to that of blue color.
Figure 3 is the estimated power spectrum of error diffusion algorithm created by

averaging 1 0 periodograms of an image with 12 8 gray level . Another type of dithering

Fig. 2. The power Fig. 3. The estimated Fig. 4. The power Fig. 5. The estimated
spectrum power spec- spectrum power spec-
of error trum of error of ran- trum of ran-
diffusion. diffusion. dom. dom dither.
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is random dither.

The power spectrum of random dither shown in Fig.4 shows that it add energy all
over frequencies. This type of dithering is called white noise because the power
spectrum is similar to that of white color. Figure 5 is the estimated power spectrum of
random dither. The presence of energy at significant low frequencies is responsible for
artifacts [1]. Random dither adds energy over the low frequencies of images, so its
halftone images suffer from grainy appearance. By observing the power spectra of
halftoned images, we can get an idea about how serious the artifact affects the
halftoned images.

Halftoning processes can be classified into two classes; periodic and aperiodic.
Periodic processes produce halftone images by thresholding images with a previously
defined threshold array. The proposed algorithm doesn’t dither images with threshold
array, so it is an aperiodic process. Because the autocorrelation function of an aperiodic
process won’t be known in most case, we have to estimate the power spectrum. In this
paper we estimate the power spectrum as the same way as described in reference [1].
In this method, Bartlett’s periodograms are used to estimate the power spectrum [15].
A periodogram is the magnitude squared of the Fourier transform. It can be shown
that the estimate power spectrum has an expectation equal to the actual power
spectrum smoothed by convoluting the Fourier transform of a triangle function [16].

More information can be found in [1,16].
THE ALGORITHM

In Random Position Orthography halftoning (RPQ), we create a font at run-time
for each pixel according to its gray level. We divide a font into the same size of sub-
blocks. The sub-blocks consist of at least 2 positions, which can be put a black dot or
a white dot, but only one of them will be chosen to accommodate a dot. The purpose of
division of a font is required in order to put dots uniformly in the font without lots of
dots gathering together, while the purpose of randomly choosing position for a dot in a
sub-block is to prevent dots from being put at same location periodically. In other word
we define an extent in the font for a dot to be put randomly at any position in that

extent instead an exact location in the font where a det must be put. A font created in
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this way will not be the same and dots distributed in this way will be more uniformly.
Following is the proposed algorithm.

We first defined some parameters. Assume that the size of font is M by N and we
want to put x white/black pixels in the font. Let Dots(M,N) denote the upper bound
of dots that may be put in the font. If M XN is even, then Dots(M,N)=M X N/2,
else Dots(M,N) =(MXN-1)/2. Also let S= {x€ Integer|0< x< =Dots (M,N)}
and P= {x€S|x dividle M XN} and Q=S-P
Step 1:

If x <= Dots(M,N),

Set all dots in the font as black dots

Letn = x

Go to step 2.

If x > Dots(M,N),

Set all dots in the font as white dots

Letn = MXN-x

Go to step 2.

Step 2:
Hn &P

Divide the font into n sub-blocks of the same size

Put one dot into each sub-block randomly.

Processing is completed

Ifn € Q,

Find z € P and z < n such that YkEP, k<n, k< >z and n-z<n-k

Divide the font into z sub-blocks of the same size

Put one dot into each sub-block randomly

Letn = n—2z

Go to step 2

For example, If we want to generate a 4 X4 font with 6 white dots, the following
parameters can be derived:

Dots(4,4) =8
S= {1,2,3,4,5,6,7,8}
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P= {1,2,4,8}
Q= {3,5,6,7!
x=6

Step 1:
6 <= Dots(4,4)
Set all dots in the font as black dots
Letn = 6
Go to step 2
Step 2:
6€Q
Let z=4
Divide the font into 4 sub-blocks
Put one white dot into each sub-block randomly

Letn=6—-4=2

Go to step 3
Step 3:

2€P

Divide the font into 2 sub-blocks of the same size
Put one white dot into each sub-block randomly

Processing is completed.

P is never an empty set because it must contain at least tow elements.
DATA STRUCTURE

In this section, we discuss the data structure that is used to present a font divided
by sub-blocks. We use class of CsPattern to create an object, which represents one
font. The font is divide into many sub-blocks. Each sub-block is a set of pixels. We
call these pixels as the elements of the sub-block. The data structure is shown below:
class CsPattern

i

private:
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POINT PixellLocation [50] [100];
public:
int PixelAmt [50];
int TotalSubBlock ;
CsPattern ();
void AddPixel (int SuBlock, int Row, int Column);
POINT GetPixel (int SubBlock);
}
Setup:

Before we use the font, we have to decide how many sub-blocks we want. After
we make up our mind, we set variable of TotalSubBlock to number of the sub-block.
Next we have to decide how many pixels belong to each sub-block. We set the array
element of PixelAmt [k] to the number of pixels that sub-block k has. Now we use
the function, AddPixel (), to add a pixel to desired sub-block. Following example
shows how we define a 4 X4 font, which is divided into 4 sub-block:

CsPattern Book [9];
//Define a 4 X4 font, which is divided into 4 sublocks
Book [4]. TotalSubBlock =4;
//Sub-block 0
Book [4]. AddPixel (0,0,0); Book [4]. AddPixel (0,0,1);
Book [4]. AddPixel (0,1,0); Book [4]. AddPixel {0.1,1);
//Sub-block 1
Book [4]. AddPixel (1,0,2); Book [4]. AddPixel (1,0,3);
Book [4]. AddPixel (1,1,2); Book [4]. AddPixel (1,1,3);
//Sub-block 2
Book [4]. AddPixel (2,2,0); Book [4]. AddPixel (2,2,1);
Book [4]. AddPixel (2,3,0); Book [4]. AddPixel (2,3,1);
//Sub-block 3
Book [4]. AddPixel (3,2,2); Book [4]. AddPixel (3,2,3);
Book [4]. AddPixel (3,3,2); Book [4]. AddPixel (3,3,3);

Access:



42 Random Position Orthography Halftoning

Fig. 6. The Lena’s eye.

After we defined all font, we can use function, GetPixel (), to get a pixel
randomly in a sub-block. For example, the call of GetPixel (k) randomly choose a

pixel in a sub-block k and return its location.
EXPERIMENTAL RESULTS

In the following experiments, we use the book shown in Fig.1 for orthography
algorithm. The Lena’s eye as shown in Fig.6 is used in the experiments. The Lena’s
eyes created by orthography algorithm and RPO are shown in Fig.7 (a) and Fig.7
(b) with resolution = 5000 pixel / meter. Both dramatic texture existing near the eyes
and screen patterns are removed by RPO. The dither patterns from image with gray
level 64 is also shown in Fig.8 and Fig.9. The fixed pattern in Fig.8 is broken by
RPO in Fig.9.

The gray scale ramps created by orthography and RPO are also shown in Fig.10
and Fig.11 respectively. The estimated power spectrum of RPO is shown in the
Fig.12 and Fig.13 by averaging periodograms of images with gray level 32 and 64
respectively. Much energy at low {requencies is pulled back to high frequencies because

the dots are uniformly distributed . The power spectrum is similar to that of error
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Fig. 9. Dither pattern by RPO.

diffusion except that the power spectrum doesn’t posses the high peak in the power

spectrum of error diffusion.

SUMMARY

Orthography algorithm can scale up an image and dither the image at the same
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time, which will shorten whole processing time when we will need to scale up images

before applying algorithm to images. But orthography algorithm does possess several

drawbacks. Because orthography algorithm uses one font to reproduce one gray level,

when we dither a uniform area, fixed pattern occurs. And it is also common to see

some dramatic textures depending on selected font. To solve these problems, we use

multiple fonts to reproduce one gray level. The fonts are created at run-time for each

pixel in the image by putting desired dots into the font randomly.

(1)
(2)

(3)

)

(5)

(6)

(7)

(8)

(9)

(10)
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Abstract

A simultaneous active and reactive power (P-Q) modulation gain
scheduling control scheme for the superconducting magnetic energy
storage (SMES) controller is proposed to increase the damping of the
power systems. The static load which is represented by the power
polynomial function of the load bus voltage and the dynamic load
which is contributed by a group of large induction motor are included
to respond to the model fidelity of the studied system. In order to
enhance the damping of the electromechanical mode, a gain-scheduled
proportional-integral ( PI ) controller is designed to provide a
supplementary damping signal to the firing circuit of the power
conditioner of the SMES unit. The gains of the PI controller and the
SMES current stabilizer are calculated for the different sets of model
system parameters, and scheduled according to the operating state of
the system, this can be adjusted in real time by using the on-line
measurements and a lookup table of the gain scheduling adaptive
algorithms. The eigenvalue analysis and the dynamic simulations for
different operating conditions are demonstrated to evaluate the
effectiveness of the adaptive control scheme. The results show that
the proposed controller, based on gain scheduling approach is much
better better than the fixed gain controller during different major

disturbance.
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INTRODUCTION

In power system oscillations occurs when there are disturbances in the system such
as a change in load or a fault in the system. The damping of the system should be
enough so that the synchronous generators can return to steady state after disturbance
[1]. The most widely used countermeasures suggested in the literature studies are
power system stabilizer [2] and static VAR compensator (SVC) [3].

Due to the rapid development in the technique of high temperature
superconducting (HTSC) material, being more efficient and reliable with low cooling
cost the HTSCs offer the potential for utility devices that are easy to operate. The
HTSC applications become an important issue in electrical engineering [4]. The SMES
is designed for efficiently storing energy in the magnetic field incoporated with a
circulating current, having the highest round-trip efficiency, and an ability of
responding quickly from a charge to discharge mode of the power conditioning system
which provides a valuable power system stabilization features [5-7].

The flow of current in the shunt reactor is AC current and only the reactive power
modulation is provided to the system. Whereas the flow of current in the SMES coil is
DC current where both the active power and reactive power (P-Q) modulations are
provided by using the forced-commutated GTO bridge [8] or a hybrid GTO/SCR
bridge [9]. Both the active power and the reactive power can be absorbed or released
from the unit according to the requirement of the system. The SMES unit can also be
applied to damp out the low frequency electromechanical mode oscillations and increase
the stability of the power system [6,10].

The load model plays a critical role in the study of dynamic problem of the power
system. The static load is represented as the polynomial function of the load bus
voltage which is recommended by the IEEE Power System Committee [ 11-13].
Dynamic load is contributed to the aggregation of large induction motors in the utility

of industrial loads [14-16]. An accurate description of the load model is required for
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evaluating the dynamic performance of a system.

SMES unit with only the active power modulation control scheme and a fixed
proportional-integral (PI) controller is proposed to increase the damping of the
turbogenerator [10]. The main drawback of the fixed gain controller is that the gain
settings which are suitable for one operating condition may not be suitable for other
operating conditions. To apply the SMES in load levelling, both active power
modulation and reactive power modulation are required. The controller becomes more
effective if its gains can be regularly updated according to the operating conditions of
the system.

In this study, a SMES controller and a SMES current stabilizer with very simple
gain scheduling scheme are incorporated into the active power and reactive power
modulation control of the energy storage unit. The gains of the adaptive controllers are
adjusted in real time using the on-line measured operating conditions of the system and
with a look-up table stored in the memory of a computer. For a more complete model
fidelity, the static load and the dynamic load are included. Results from the eigenvalue
analysis and the digital simulation show that the gain scheduling adaptive controller is
better than the fixed-gain controller and can always provide a good damping effect to

the synchronous generator over a wide range of operating condition.
SYSTEM FORMULATION

The model system consists of a synchronous generator connected with two parallel
lines through a single line to the infinite bus as shown in Fig.1. A static load, a
dynamic load, and a SMES unit are located at the load bus. The dynamic behavior of
the generator can be described by the two-axis model [1], where the transient voltage

equations are

E,=[-E,-(X,-X)I,)/T; (1)

oo

E: = [EFrJ*E;"‘(Xd_X;')Iu]/T;., (2)

q
The swing equation of the generator can be formulated by

& = (P, - Dw - P.)/M, (3)
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8= w,(w —1) (4)

where P, = E I, + E I is the electromagnetic power of the generator.
The static excitation system shown in Fig.2 supplies the field current to the
generator. Whereas the governor and the turbine system is shown in Fig.3. The static

load is generally represented by the voltage dependent polynomial functions [11-13].
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P, = Pola, + b,V, + ¢, V%)
Q. = QLO(aq + quA * CpVAz) (5)

where a, b, and ¢ are the weighed percentage of the constant power, constant
current, and constant impedance in the static load, respectively. The weighed
percentage of coefficient a, &, and ¢ are calculated by field test using a mixture data
determined from the load bus of the power system.

The dynamic load is constructed by a group of induction motors [13-15]. For the
purpose of stability study, these motors can be combined into an equivalent one by the
aggregation method [16]. A 5th order dynamic model of the induction motor is used in

this study to obtain a more detailed results. The dynamic equations are

L1y = (L1- (R + [V]) (6)
29 (T, - T.u)/2H (7)
TR e

where

[I] — [Iqum Ic!sm Iqrm Idrm]T
[V] - [VqA VdA 0 O]T

(Les 0 Ly O
L 0 L
[Ly=|" ’
Ly 0 Ly 0
LD Ly @O K
i RS =3 sts 0 - U)LM
0 —(w —w, )Ly R, = Lo = . ) Ly
_((!J T w,)LM 0 (CU - wr)er Rr

T, = LM( L. I qrm Lpd. f,.m.)

Fig.4 gives the configuration of the SMES unit, containing an Y-A/Y-Y connected
transformer, a 12-pulse cascaded bridge type converter/inverter, and a dc
superconducting inductor. The use of forced-commutated GTO converter/inverter

(8], the control of the firing angles a, and a, of the cascaded converter/inverter,
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provides the SMES with the ability to control active and reactive power independently
within a circular range containing four quadrants domain.

In order to derive an independent control of the active and the reactive power, let
us assume here, to simplify, the equivalent commutating resistance be neglected and
the converters operate in equal firing angle mode, i. e., a, = a, = a. The voltage in

the DC side of the 12-pulse converter/inverter is expressed by
VSM = Edl -+ Edl = ZVSMO COoSsa (8)

where E,, and E;, denote the DC voltage output of each 6-pulse converter/inverter, and
Vismo is the ideal no-load maximum DC voltage.

The active and the reactive power transferred in the 12-pulse converter /inverter is

given by
Poy = 2 Vool sycosa
Qsm = 2 VSMOISMSina (9)

where the current and voltage of the superconducting inductor is related by

l 14
Iy = Loy E J-hVSMdl' + Ismo (10)

where I\, is the initial current of inductor. The amount of active power and the

reactive power drawn from or delivered to the power system can be obtained by
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controlling the firing angle of the converter/inverter within the full range between 0° to
360°. The P-Q simultaneous control scheme of the SMES unit is shown in Fig.5.

In order to use the SMES unit as a stabilizer, the active power transferred to the
converter/inverter is controlled depending on the measured speed deviation of the
generator rotor as shown in Fig.5, where

K

1+—STC;ACU (11)

APgy =

The reactive power control is usually for the purpose of voltage stabilization.
Thereafter the reactive power transferred is to the converter/inverter controlled
depending on the measured voltage deviation of the load bus, i.e.,

Ke

mAVA (12)

AQgy =

A proportional SMES current stabilizer with a gain Ky is also used to stabilize the

SMES dc current during the charging or discharging procedure.
CONTROLLER DESIGN

A PI controller with a washout term is used here to provide a supplementary

damping signal to the firing circuit input as shown in Fig.5. Since the two parameters
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of the PI controller provides two degrees of freedom, therefore one pair of the
electromechanical modes, that is two eigenvalues, can be controlled by the PI
controller. In order to determine the gains of the PI controller using the. pole
assignment method based on modal control theory [17] , the linearized system at the

initial operating conditions can be expressed as

X(t)=AX()+BU(z) (13)
Y(¢t)=CX(t) (14)
where

X(t) = [va Aa: AE:H AE;& AE-‘D! AV” APSM’ AQSM: AISM’ Aa, AP"’!
A'Pr’ APH! APR’ AIq:m’ AId.m.: Aanu’ AIdrm! Awr]T

is the state vector, U(¢) = AUy is the control signal, and Y(z) = Aw is the output
signal. A, B, and C are all system matrices. The transfer function of the PI SMES
controller is given by

AUSMF_‘S(S) _
Aw(s) ~ 1+

H(s) = (K, + 31 (15)

where the first term with the known time constant T, is a washout term used to
eliminate the dc offset. The two parameters K, and K,, needs to be determined while
the electromechanical mode, needs to be stabilized, the controller gain can be solved by
substituting the prespecified eigenvalue corresponding to electromechanical mode to the

closed-loop system with a characteristic equation:
| SI - (A +BH(s)C) 1=0 (16)

where I is an identity matrix. The designed procedure and the results are presented as
follows:
Prespecified eigenvalues: —2.119.3 (electromechanical mode)
Gains of the PI SMES controller: K, = -31.29 K, = —759.37

The values of the prespecified eigenvalues are chosen arbitrarily according to the
expected damping of the system. If the gain values of the PI controller is not within a

reasonable range, then the assigned eigenvalues must be adjusted until the gain values
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Table 1. System eigenvalues at the nominal operating condition.
|
Bl i . with SMES but with SMES and
without SMES g
mode without PI controller PI controller
enerator -0.129+;9.899" -0.154 +;9.891"° -2.11)9.3"
g -1.549+;0.692 —1.545 £;0.695 —1.547 +;0.695
— —218.402 —-218.403 —218.446
exerter ~41.638 -41.627 - 45.314
-19.940 -19.939 -19.936
govemor -10.213 -10.214 —10.254
and turbine —4.898 -4.897 —4.880
—0.1249 -0.1249 -0.1249

—31.399 +403.838

—31.409 +j403.835

—31.684 +£;403.763

22:::.011 -9.361+34.553 -9.351+34.533 ~9.209 +34.653
-15.548 -15.577 -15.576
-999.996 ~992.562
—38.461 —38.461
SMES ~38.450 -38.453
-0.0058"" -0.0059" "
-39.521

" electromechanical mode
**: SMES current mode

are located in the suitable range.

At the nominal operation point, the eigenvalues of the open loop system, that is
without a SMES unit, are tabulated in the second column of Table 1. From the values
it is seen that the damping of the electromechanical mode is not adequate enough. The
eigenvalues of the system with a SMES unit but without the PI controller are given in
the third column of Table 1, where the damping of the electromechanical mode is still
not enough. While for a closed loop system with the SMES unit and the proposed PI
controller, the eigenvalues are given in the fourth column of Table 1. It can be
observed that the eigenvalues of electromechanical mode are exactly at the prespecified

position with the proposed control scheme.
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Table 2. Electromechanical mode and SMES current stabilizer mode at different operating conditions.

operating P,=0.95, Q,=0.25" P,=1.15, Q,=0.35 P,=0.75, Q,=0.15

condition
= ag= ag= ag= ag= ag= ag= ag= ap= ag= ap= ap= ag=

-90° 0 90" 180" -9%° 0 90" 180° -90° 0 90 180°

electromecha- | =2.1+ | 0.542% | 1,985+ [-0.779%|-1.839+| 1.228+ | 2.278+ | 0.814+ |-2.280+|-0.159+| 1.571+ |-0.741+
nical mode 9.3 j0.843 10.009 18.907 j9.238 | j10.784 | 19.814 18.670 i9.171 | j10.664 | ;0.001 8.923
SMES crurre-
nt  stabilizer | —0.0059 0 0.0059 0 -0.0059 0 0.0059 0 -0.0059 0 0.0059 0
mode

** nominal operating point

The dynamic performance of the system can be maintained at the desired level as
long as the system is fixed at a special operation point. However, this can never be
achieved in a practical system as the operation conditions may change as a result of
major disturbances or a load changes. Whereas the simultaneous P-Q control scheme
provides the SMES unit with the ability to control the active power and the reactive
power independently in the four guadrants domain. The active power and/or the
reactive power can be drawn or released from the SMES unit according to the
requirement of the system. For example, if —90°< « < 0°, then the active power is
transferred to the SMES unit of the power system. On the other hand, if —180°< «
< —90°, then both the active power and the reactive power are released from the
SMES unit to the power system.

In order to survey the system damping at various operating conditions with the
SMES controller designed at the nominal operating condition, the electromechanical
mode and the SMES current stabilizer mode are given in Table 2. It is observed that
these modes damping have not be adequate enough at some of the operating conditions.
The gains of the PI SMES controller and the SMES current stabilizer should be
adjusted according to the operating conditions of the system.

A simple gain scheduling adaptive control scheme is employed in this study as
shown in Fig.6 [18]. In the dynamic period, some of the auxiliary measured system
signals are sampled and sent to the computer memory. The gains of the controllers are
selected as functions of the auxiliary measured signals. Normally all the possible gains
of the controllers are determined off-line and constructed in the look-up table. The

advantage of this type of adaptive control scheme is that the gains can be changed
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Fig. 6. Gain scheduling adaptive controllers.

quickly in response to the operating condition of the system. The limiting factors
depend on how quickly the auxiliary measured signals responds to the changes in the
operating condition.

From the eigenvalues analysis it is procured that for positive damping of the
SMES current stabilizer mode, the gain K can be adjusted according to the following
rules.

If 0°<a<180° Ky=0.9

If -180°<a<0” K,=-0.9

The gains of the PI SMES controller can be obtained by repeating the pole
assignment procedure at different operating conditions. As shown in Fig.7, the P-Q
plane is divided into several square zones, and in each P-Q zone, the firing angle plane
of the converter/inverter is also divided into several sectors. The procedure of pole
assignment is repeated in each sector of some P-Q zone using the same prespecified
eigenvalues . The gains of the PI SMES controller are determined off-line at the
various loading conditions and the modulation mode.

All the gains of the PI SMES controller and current stabilizer at different
operating conditions are stored in the computer memory as a look-up table. At each of
the sampling instant, Hmnthecmnmua'momuwthesymmn%amdvepowm'(P),
reactive power (Q), and the converter/inverter firing angle (a), selects the
corresponding gain settings from the look-up table. Thus, the gains of the controller

are regularly updated in real time in order to cope with the dynamic operating
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o,=22.5
xe=7.5
cxp=0"
o= ~-7. =N
o= —-22. =)
Qo
P=0.3 \
0=0. 2

P P
=0.9 =1.0

Fig. 7. P-Q zones and a sectors in determining the gains of PI SMES controller.

conditions. The damping effect by the PI SMES controller and the current stabilizer
can be ensured through this simple adaptive control scheme. Table 3 gives the gain
settings at some of the operating conditions. The gain table of the proposed PI SMES
controller for some prespecified firing angle of the converter/inverter are displayed in

Fig.8. The prespecified eigenvalues of the electromechanical mode are —2.1%j9.3.
NONLINER SIMULATIONS

In order to illustrate the damping effect of the SMES unit with the adaptive
control scheme, computer simulations are taken on the basis of a nonlinear model
system which includes all kinds of nonlinearites such as the exciter ceiling voltage and
the SMES converter current limits, etc.

The dynamic responses of the system subjected to a 100 ms, 0.22 pu mechanical
torque changes are shown in Fig.9. Whereas the dynamic responses of the system

subjected to a 200 ms open line fault at one of the parallel lines are also given in
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Table 3. Gains of the PI SMES controller and the SMES current stabilizer at different operating
condition with the electromechanical mode assigned at ( —2.1+j9.3).
operating Py=0.95, Q,=0.25 Py=1.15, Q,=0.35 Py=0.75, Q,=0.15
conditiol — -
=25 = = Q= = = = = @p= = = = a=
-90° 0° 90" 180° -90° 0" 90" 180° -9 0° i 180°
Ke -31.29 | -45.13 | 34.07 40.16 -25.99 | -81.13 28.47 73.02 =28.73 | -32.04 31.39 29.47
K, -759.37| 1068.78 | 788.79 |-1047.29| -673.59 | 940.18 | 697.99 | -953.15| -852.67 | 981.85 | 887.98 | —955.63
Ku -0.9 0.9 0.9 0.9 -0.9 0.9 0.9 0.9 -0.9 0.9 0.9 0.9

*  nominal operating point

:

5000

<

propertional gain Kp

3
[5)]
R

N o N

integral gain Ki p.u.

obh &

active power,P p.u.

Fig.

Gain table for firing angle equals -90 degree

reactive power,Q p.u.

reactive power,Q p.u.

8. Gain table for firing angle a=90".

Fig.10. The responses of speed deviation (Aw) and load bus voltage (V,) with

adaptive controllers or fixed-gain controllers are drawn together for comparison.

Fig.11. shows the performance of the system under a series of a wide range of

mechanical torque changes when applied to the system. Several observations can be

obtained from the Figs.9-11.
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Fig. 10. Response of system subjected to an open line fault
— with gain scheduling adaptive controllers

------ with fixed-gain controllers.

(a) Although the PI SMES controller and the current stabilizer with fixed gains can
provide the desired damping effect at the nominal operating condition, they can
not provide the desired damping effect at other operating conditions. The SMES
unit with the adaptive PI controller and the SMES current stabilizer can always
suppress the system’s oscillations caused by major disturbances in the system.

(b) The loading conditions (P, Q, a) of the system varies during the dynamic period.
The gains of the PI SMES controller and the SMES current stabilizer are regularly
updated at each sampling instant by measuring the conditions of the system.

(c) The SMES unit can provide both the active power and the reactive power
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Fig. 11. Responses under a series of heavy load disturbance
------ with gain scheduling adaptive controllers

------ with fixed-gain controllers.

modulations to the power system for disturbance or load leveling. The Pgy-Qqy
locus is a part of the circle diagram.

(d) The voltage profile of the load bus voltage is also improved by the proposed control
scheme with reactive power modulation.

(e) The smaller size of the P-Q zone and the a sector, the shorter is the sampling time,
and thus a more pronounced damping effect can be obtained from the adaptive
controllers. However they are limited by the hardware of computer memory and
sampling device. Hence compromises should be made. In this studied, a zone size
of 0.1 p.u. X 0.1 p.u. in P-Q plane, and that of 15° for « plane are selected.

Sampling time of 1 ms is used.
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CONCLUSION

The gain scheduling approach for the PI SMES controller to damp
electromechanical oscillation is investigated in a power system incorporated with the
static and dynamic load. The variations in the states of the system makes it difficult to
get a fix set of feedback parameters which gives an adequate dynamic performance over
a wide range of operations. The proposed algorithm can store the preassigned gains,
which corresponds to the operating conditions of the system and schedule them
according to the on-line system measurements at each sampling instant. The results
show that a substantial enhancement of the system damping can be obtained using the
gain scheduling SMES controller for various any operating conditions and disturbance.
The SMES unit can operate in the full range of hour quadrant for the desired of the
dynamic system. The performance of the gain scheduling adaptive controllers is much
better than that of the fixed gain controllers especially during the dynamic load
leveling. The on-line tuning of fuzzy-neural network for adaptive control of the power

system incorporated with the SMES unit can be suggested for later study.

LIST OF PRINCIPAL SYMBOLS

generator
w angular speed
0 torque angle
E E; d-axis and g-axis transient voltage
Ep field voltage
V. stabilizing transformer output voltage
P.,Q active power and reactive power outputs
Ve Vi terminal voltage of bus T and bus A
SMES unit

Vs T voltage and current of superconducting inductor



i

H o{- & 3 69

P Qesr active and reactive power transferred to SMES
Lt inductance of superconducting inductor

Koy Koo gains of measurement device

Ters Teg time constant of measurement device

Ky Th firing circuit loop gain and time constant

Induction motor

Vims Ve  dand g-axis stator voltage

Lt i oon d and g-axis stator current

Liwis Lo d and g-axis rotor current

w, angular rotor speed

T,.. T,. electrical and mechanical torque

L T stator and rotor self-inductances

R,, R, stator and rotor resistances

L mutual inductance between stator and rotor
H inertia constant
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APPENDIX

The data used for th system are given as follows [10, 11, 16]:

Generator and transmission line

X, =0.245p.u. X,=1.7p.u. X, =1.64 p.u.
R, =0.001096 p.u. D, =0 M, =4.74 s
T, =0.075s T, =509s w, =377 rad/s
R =0.0002 p.u. X;:=0.02 p.u. R, =R,=0.03p.u.
L,=L,=0.6p.u. R.; =0.005 p.u. L;=0.05p.u.
exciter, governor, and turbine
K,: =400 Tiw =0.05s Ky =0.025s
T =1s K; =3.5 Tew = 0.05s
Twi =8s Ty =0.15s Toy =0.2 s
Ky =0.3
50% static load
¢, =0.25 c, =0.12
Induction motor load
Rated 1500 HP Rated voltage 2.3 KV
R, =0.056 W R, =0.037 W L. =0.0537H
L, =0.0537 H M =0.0527 H J =44.548 kg-m’
20 motors are used to represent 50% of the dynamic load
SMES unit

ISMO :0.21109 pP.u. VSMO =O-4387 p.-u. LSM 30-5 H
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Ry =0 Ke =1.83 Ter =0.026 s
Ke =1.83 Teg =0.026 s Kp =1
Ty, =0.001 s Ty =0.025s

Nominal operating condition
P,=0.95p.u. Q,=0.25p.u. V,=1.0p.u.
a, = —90° Ky =-0.9
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A Modified M/M/2 Queueing Model for
Tri-state Power Management Methods in a
Dual Processor System

Jung-ren Hu and Ying-Wen Bai
Department of Electronic Engineering
Fu Jen Catholic University
Taipei, Taiwan, 242, R.O.C.

Abstract

Using the proposed tri-state power management methods, a dual
processor system can work during the waiting state, during which
there is only one processor “on”, with low power consumption to
accumulate sporadically arriving information from networks. In
addition, the system can also work during the busy state, during
which there is one processor “on”, at high-power consumption when
the amount of the accumulated information reaches a preset level.
Furthermore, this system can also work during a congested state
when a burst of multimedia information arrives from networks or
when heavy computing loads are needed. During the congested state,
the second processor will be turned on to provide the highest
processing ability. Based on the analysis of the stationary non-time-
varying state transition diagram from a modified M/M/2 queueing
model, this paper shows that this tri-state power management method
provides the relationship between power efficiency and latency of a
dual processor information processing system. In addition, both the
analysis and the simulation results show that this method also provides
a potential to save approximately 70% power consumption with a
latency of about five times based on a homogeneous arrival

information.



76 A Modified M/M/2 Queueing Model for Tri-state Power Management Methods in a Dual Processor System

Key Words: power management, mobile terminal, dual processor

system, state probability.

INTRODUCTION

Over the past few decades, numerous researchers have been working on different
levels of a low power computing system design [1,2]. Power reducing design is
especially attractive due to its potential of extending the recharge period of mobile
terminals. The purpose of power management not only provides maximum battery life
for a mobile working environment with a limited battery energy capacity [3,4], but
also provides optimum performance during burst information arriving from networks.

Traditionally, the power management mechanism is implemented by counters or
timers which can count the length of the waiting period. The machine uses counters as
a reference to notify each subsystem whenever there is a switching in the state of the
machine. Therefore, using this control mechanism, the machine can turn subsystems
on and off when the timer reaches its limits. However, if the counter setting is not
reasonable, the switching frequency will be too high and may degrade the system
performance and power efficiency [6,7,8,9].

To deal with “busy” and “idle” dynamic interleaf switching in a mobile computing
device with a dual low-power processor system, we propose a tri-state power
management method as the control mechanism, containing three machine states. To
fulfill this control mechanism, we use the accumulated amount of information as a
driving event for the machine state transition. This is used as the trigger of the control
mechanism of machine states. In this system, different machine states have different
levels of power consumption, therefore the average power consumption can be reduced
by the machine state control and the use of the low-power state.

The latest power management model, “Advanced Configuration and Power
Interface Specification” [3], also specifies a way that the OS and peripheral devices
“talk” to each other about power usage. Thus, ACPI can be used to build a tri-state
power management model directly which can enable or disable power activities-

providing power devices only on a as-needed-basis at different machine states.
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Based on the analysis of a modified M/M/2 queueing model, this paper shows the
relationship between power efficiency and latency of mobile information processing
under a tri-state power management method. The latency is a result of the probability
distribution of the machine states. The machine state can be determined by the user
operation model, the terminal characteristics and the variation of the information flow
rate of multimedia networks. Furthermore, the current technology trend can be used
to estimate both the power consumption at each machine state and the average power
consumption for all machine states [10,11,12].

The rest of this paper is organized as follows. In section 2, the typical palmtop
terminal operation model is discussed. In section 3, the tri-state power management
method in a dual processor system is presented. Section 4 shows how the power
consumption is estimated based on the tri-state power management method. Section 5
shows how to find the relationship between the power efficiency and the latency for a
tristate power management method. Section 6 shows some simulation results. The

final section presents conclusions.
TYPICAL PALMTOP TERMINAL OPERATION MODEL

The operation of a typical palmtop multimedia terminal can be modeled by a two-
dimensional state transition diagram, as shown in Fig.1. This model has two major
characteristics. The y-direction represents the amount of received commands stored in
the command queue and the x-direction represents the amount of received information
stored in the information queue. While the palmtop terminal is executing the current
command from the mobile user, any new commands from a user will be temporarily
stored in the command queue and executed later. Similarly, the machine will
temporarily store the information arriving from the network in a information queue for
processing later.

To determine the state probability of each machine state, we define p; as the joint

probability so that command length is i and information length is j on:
P, = P[command queue length = i, information queue length = i) (1)

To simplify the analysis, we assume that the arrival process is a Poisson

distribution and the service process is an exponential distribution. There are a couple of
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ways to solve p; in the two-dimensional state transition diagram of Fig.1. Using
moment-generating functions is one possibility. Another approach, used here, is called
the matrix geometric method. All the solution techniques rely on setting up two
dimensional balance equations for the two-dimensional state transition diagram. We
equate the rate of leaving a state to the rate of entering it. We then get first, for, i =
0,

i=0,j =0 (Act2)Py = 1Py + uPo (2)

i = O,ISJSN -1t (AC+AJ+#1)PQ{ = APOj—1+F(,13U+,U-}P0j+1 (3)

O ()

et m
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Information Queue Length  —
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Fig. 1. Two-dimensional state transition diagram.
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izo’j:N:(AC+,UI)PON:AI-P0N—1+/-‘CPIN (4)

For the case, 1 <<i{ << M, the state balance equation can be determined. Usually,
the system of equations will not be inconsistent, and there will be an existing solution.
The solution P = [P,,] , 0=<<i<<M, 1<; <N, shows the state probability that the
machine will stay on.

For a mobile-computing environment, the power consumption can be different at
different machine states. Therefore, the average power consumption of a palmtop
terminal can be smaller if there is a low-power state controlled by the multiple state
power management method.

i
J

POWER,,,, =

MEL

P power (5)

o

o9

We shall also mention a simple approximation technique which is a useful
condition during which the two random variables i and j may be decoupling. This
approach is particularly applicable in the case of multimedia information sources. In the
following sections, we will discuss how to group the “ waiting”, “busy”, and

“congested” states to form a tri-state power management method.

THE TRI-STATE POWER MANAGEMENT METHOD
IN A DUAL PROCESSOR SYSTEM

In the mobile operation environment, due to the stochastic property of the
information arrival process from computer networks, the delay time variance of
information transmission can be difficult to estimate precisely. Therefore, we use a
certain probability distribution to make the estimation. Basically, we will focus on the
x-direction shown in Fig.1, which is an information queue based on our previous
discussion. By setting the length and the utilization of the information queue, we can
estimate the waiting probability and power consumption efficiency.

As previously mentioned, a tri-state power management method provides the
control mechanism so that the dual processor system will stay in the “waiting state”
until the amount of received information reaches a predefined level. Then the machine

will switch one processor to the “busy state” and process the received information. If
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the machine has received a large amount of information, the control mechanism will
turn on both processors to process information. The state transition diagram in Fig.2
shows the scalable batch processing of the information queue.

In Fig.2, we consider the states from 0 to L-1 as a group of states, called a
waiting state; the state L as a group of states, called a busy state; and the other states
as another group of a states, called a congested state. Then Fig.2 can be simplified and
represented by a “tri-state” transition diagram, as shown in Fig.3.

We use a modified M/M/2 queuing model to represent our tri-state power
management method, which is a Poisson arrival distribution and an Exponential
departure distribution with two parallel servers that operate at the same rate ;2. Based

on the discussion above, we will switch a processor into high-speed state when

lf,,—z )‘Lz—%
T a
SO
2u 2u

Fig. 2. State transition diagram of the scalable batch model of a dual process or system.

AL A

@ ¢ongested

H H

Fig. 3. Tri-state transition diagram of the dual processor system.

Fig. 4. A modified M/M /2 queuing model.
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information in the queue reaches length L and turn on another processor when info-
rmation in the queue exceeds length L. From the statistical point of view, we use the
state transition model shown in Fig.4, where A are the information arrival rates of the
information queue, and s, = g, p, = 2p are the information service rates of the dual
processor system. We assume that the arrival rate is not influenced by the state of the

system.

POWER CONSUMPTION ESTIMATION BASED ON A
TRI-STATE POWER MANAGEMENT METHOD

Using Fig.3, we set up a balance equation at each state as follows:

A
/J'Pbuw = fpuuilfng (6)
(# + A )Pbusy = %Pwailirig + 2‘(‘1P(Ullgt’.ﬂﬂf (7)

where [ s an equivalent information arrival rate, pu is an average service rate,

P,.., is the “busy probability” of the machine, P,,,.. is the “congested probability”,
and Py, is the “waiting probability” of the machine. In order to simplify the
analysis, we assume the machine stands only at the “waiting state”, “busy state” or

“congested state”, so that we have

P + P.’»us_v + PC,,,,gﬂ,ed = 1 (8)

waiting

During the waiting state, the control mechanism can turn off some subsystems to
reduce power consumption, and during the busy state, there is only one CPU on for
processing. The average power consumption, POWER,,,.,., can be expressed as the
summation of the power consumption during the “waiting state”, “busy state” and

“congested state” .
POWER;&WJ'«W = Puuz‘rin;,POWERuui.'nng + Pl)usyPOWERI»rt.fy + PwngumiPOWERum;,wmi (9)
From the basic analysis of a modified M/M/2 queuing model, we can get

D =W,+ L/2 (10)

latency



82 A Modified M/M/2 Queueing Model for Tri-state Power Management Methods in a Dual Processor System

3
where W, = L +—f& . p, (W.,: average packet waiting time)

L queue length

If we input equation (6), (7) and (10) into equation (9), we then obtain that

_ 1 . e B
POWER s = T ¢ 4 pe73 - POWER i + 755 73 - POWER.,
pe/2
1+ € 4 [_E/ZPOWERmngﬂred (11)
¥ " Do, — W,

Usually, the service rate uis greater than the arrival rate , the queue length L is
greater than 1, and POWER,,,,,, is smaller than POWER,, and POWER.,,, ...« because
storing information uses less power than processing information. According to the

previous discussion and equation (11), we see that
POWER,,..,, << POWER,,, ... (12)

Equation (11) shows that a tri-state power management method can save power
consumption because the machine can switch itself into the “waiting state” with lower

power consumption.

RELATIONSHIP BETWEEN POWER EFFICIENCY
AND LATENCY IN A TRI-STATE POWER MANAGEMENT METHOD

From the handheld computing technology trend, we have determined that the
amount of power consumption of the waiting state POWER,,,.. is usually in proportion
to the length of the information queue. Furthermore it is in proportion to the size of
the RAM chips as shown in the Fig.5 [11]. Hence, POWER,,, can be expressed as
equation (13)

POWER,..., = KL + POWER,,,,.. (13)
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Fig. 5. Power consumption with respect to the size of the RAM chips.

where K is a proportion constant and L is the length of queue
POWER 0 = 0.25 » POWER,,.,

We then input equation (13) POWER,,... into equation (11), and we obtain

R S sl B
POWER . = {55+ 5272 (POWER 4 + K - £)4 < o~
. _‘—'L/z
POWERW_‘}, + 1 + € + m/2POWERmngeslod (14)
e = £
* (D{azmry - W.r)
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10 20 30 40 50

Dlatency

Fig. 6. Average power consumption with respect to the latency Digency-

( K=0.005, POWEReeping = 0.25, POWER,,, =0.75, )
POWERgngested =1, p=0.167, 0.5, 0.875

We plot the equation (14) POWER,,,,.,. with respect to latency D,,., shown in
Fig.6 and with respect to latency D,,.., and utilization p shown in Fig.7.

From Fig.6 and Fig.7, we see that the dual processor system can reduce the
average power consumption to 30% in an ideal situation, where we can tolerate three
to five times of latency based on a homogeneous arrival information. However, when
the latency D, increases, mobile users may feel the system is sluggish, because, due
to buffering, the received information will be stored in information queues longer
before it is processed. Fortunately, the application we mention here is multimedia
information from computer networks and a user could observe a piece of information
instead of just seeing fragments of a picture. So this power management policy should

be acceptable to mobile users, especially since it can improve the power efficiency.

THE SIMULATION RESULTS OF THE
TRI-STATE POWER MANAGEMENT MODEL

According to the previous discussion, we implement a simulation module , which
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follows the flowchart of the tri-state power management model at Fig.8. The
communication subsystem will receive the multimedia packets from the multimedia
server, and store them in the buffer temporarily. The OS will monitor the buffer
subsystem, and retrieve the buffer status to handle system states, “idle state”, “busy
state”, and “congestion state”. While the buffer subsystem is empty or the length of
the buffer does not reach the preset “level 17, the system will be in the “idle state”.
While it reaches the preset “level 1” but does not reach preset “level 2”7, the system
will be in the “busy state”. The machine will be in the “congestion state” when the
processors can not handle the arrival packets fast enough.

Using the tri-state power management model, with typical multimedia
information arrival and service patterns, such as Poisson and deterministic service
probability distribution, we simulate the characteristics for the event driving
mechanism in a modified M/M/2/N queueing model. The simulation results show

that when the state transition is decreased , the average power consumption is
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Fig. 8. The simulation flowchart of the tri-state power management model.

decreased. In addition, the power consumption will be increased when users
excessively increase the length of queue.

In the simulation result, as shown in Fig.9, its curves are similar with the
theoretical results in Eq. (14). The performance of the latency represents the time
spent for information accumulation which is usually in proportion with the queue
length in Eq. (14). Therefore if we can tolerate the latency within certain ranges, we
can potentially save around 65% of the total power consumption with providing the
utilization p = 0.5. In Fig.9, we can also obtain the best power efficiency at five times

of the latency to see multimedia information from computer networks.
CONCLUSION

From the state transition diagram of the typical palmtop terminal operation

model, we see that a desktop PC consumes almost the same power at each machine
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Fig. 9. The relationship between power consumption and latency.

state, even the idle state. This is the reason that a desktop PC power consumption
policy is not good for a palmtop multimedia terminal. Instead of wasting power during
each machine state, we propose a tri-state power management method which provides
low power states with event-driving to reduce state switching frequency by buffering
the arriving information.

The tri-state power management method can reduce the average power
consumption based on reducing the busy state and the congested state probability with
certain system parameters. Through the machine state control mechanism, the
machine can stay in a waiting state and turn off some subsystems and then switch itself
into a low power state. From both the analysis and the simulation of the modified M/
M/2 queueing model, this paper shows that there is a potential to save 70% of the

average power consumption for a dual processor system by providing a latency of five
times to see multimedia information from computer networks.
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Association Rules from Large Databases
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Abstract

Mining association rules is an important task for knowledge
discovery. We can analyze past transaction data to discover customer
behaviors such that the quality of business decision can be improved.
Various types of association rules may exist in a large database of
customer transactions. The strategy of mining association rules
focuses on discovering large itemsets which are groups of items which
appear together in a sufficient number of transactions.

In this paper, we propose a graph-based approach to generate
various types of association rules from a large database of customer
transactions. This approach is to construct an association graph to
indicate the associations between items, and then traverse the graph
to generate large itemsets. Empirical evaluations show that our
algorithm outperforms other algorithms which need to make multiple
passes over the database.

Key Words: Data Mining, Knowledge Discovery, Association

Rules, Association Graph.

INREOSUXRION

From a large amount of data, potentially useful information may be discovered.

Techniques have been proposed to find knowledge (or rules) from databases (1, 4, 11,



92 A Graph-Based Approach to Discovering Multiple-Level Association Rules from Large Databases

13]. The knowledge discovered can be used to answer cooperative queries [ 5], handle
null values [10] and facilitate semantic query optimization [9, 14].

Data mining has also high applicability in retail industry. The effective
management of business is significantly dependent on the quality of its decision
making. It is therefore important to improve the quality of business decision by
analyzing past transaction data to discover customer purchasing behaviors. In order to
support this analysis, a sufficient amount of transactions needs to be collected and
stored in a database. A transaction in the database typically consists of customer
identifier, transaction date (or transaction time) and the items purchased in the
transaction. Because the amount of these transaction data can be very large, an
efficient algorithm needs to be designed for discovering useful information.

An association rule describes the associations among items in which when some
items are purchased in a transaction, the others are purchased too. In order to find
association rules, we need to discover all large itemsets (or association patterns) from
a large database of customer transactions. A large itemset is a set of items which
appears often enough within the same transactions, that is, an itemset that is
contained in a number of transactions above a certain minimum threshold.

The following definitions are adopted from [2]. A transaction ¢ supports an item
x if z 1sin ¢. A transaction t supports an itemset X if ¢ supports every item in X. The
support for an itemset is defined as the ratio of the total number of transactions which
support this itemset to the total number of transactions in the database. To make the
discussion easier, occasionally, we also let the total number of transactions which
support the itemset denote the support for the itemset. Hence, a large itemset is an
itemset whose support is no less than a certain user-specified minimum support. An
itemset of length % is called a k-itemset and a large itemset of length %2 a large k-
itemset .

After discovering all large itemsets, the association rules can be generated as
follows: If the large itemset Y = I I,>+-1,, £ = 2, all rules that reference items from
the set I, I,, ***, I,can be generated. The antecedent of each of these rules is a subset
X of Y, and the consequent Y-X. The confidence of X= Y-X in database D is the

probability that when itemset X occurs in a transaction in D, itemset Y-X also occurs



it

WO 2 8t 93

in the same transaction. That is, the ratio of the support for itemset Y to the support
for itemset X. A generated rule is an association rule if its confidence achieves a certain
user-specified minimum confidence. Assuming {coffee, sugar, milk| is a large
itemset, an example of an association rule is “95% of the transactions in which coffee
and sugar are purchased, milk is purchased too.” This rule can be specified as “coffee,
sugar = milk 95% . " The antecedent of this rule consists of coffee and sugar, and the
consequent consists of milk alone. The percentage 95% is the confidence of the rule.

Another type of association rules is called multiple-level association rules [6].
The multiple-level association rules are discovered from a large database of customer
transactions in which all items are described by a set of relevant attributes. Each
attribute represents a certain concept, and these relevant attributes form a set of
multiple-level concepts. The concept level for an attribute is defined by domain
experts. For example, food items can be described by the relevant attributes
“category”, “content” and “brand,” and attribute “category” represents:the first-level
concept (i.e., the highest level concept), attribute “content” for the second-level
concept and attribute “brand” for the third-level concept. There is a set of domain
values for an attribute. Each item in the database contains a domain value for each
relevant attribute. For example, if the “category”, “content” and “brand” of an item
have the domain values “bread,” “wheat” and “Wonder”, respectively, then this item
is described as “bread wheat Wonder” in the database.

From the items in the database, we can derive other items at different concept
levels. The domain values of the attribute at the first (i.e., the highest) concept level
are the items at the first concept level. An item at the kth concept level can be formed
by combining a domain value of the attribute at the £th concept level with an item at
the (k —1)th concept level.

Hence, item “bread” is at the first concept level, item “bread wheat” at the
second concept level, and item “bread wheat Wonder” at the third concept level. For
an item, the items at the corresponding higher (lower) concept level of this item are
more general (specific) than this item. For example, items “bread” and “bread wheat”
are the items at the corresponding higher level of item “bread wheat Wonder,” and

items “bread wheat Wonder” and “bread wheat” are the items at the corresponding



94 A Graph-Based Approach to Discovering Multiple-Level Association Rules from Large Databases

lower level items of item “bread.”

In general, items at higher concept levels have a larger support than those of items
at lower concept levels. If we want to find associations among items at relatively low
concept levels, many uninteresting associations among items at higher concept levels
may also be generated. Hence, the minimum supports specified at higher concept levels
should be larger than the minimum supports specified at lower concept levels. A
multiple-level association rule [6] is an association rule which describes the associations
among items at the same concept level. For each concept level, both minimum support
and minimum confidence are specified.

A multiple-level association pattern is a large itemset in which all items are at the
same concept level. For an item [ to be in a multiple-level association pattern, the
items at the corresponding higher concept levels of the item I need to be large at their
corresponding concept levels. This is to avoid the generation of many meaningless
combinations formed by the items at the corresponding lower concept level of the non-
large items. For example, if “bread” is not a large item, item “bread wheat” which is
at the corresponding lower concept level of item “bread” need not be further examined.

We propose a data mining framework to discover various types of association
rules:

1. Numbering phase: in this phase, all items are assigned an integer number.

2. Large item generation phase: this phase generates large items and records related
information.

3. Association graph construction phase: this phase constructs an association graph to
indicate the associations between large items.

4. Association pattern generation phase: this phase generates all association patterns
by traversing the constructed association graph.

5. Association rule generation phase: the association rules can be generated directly
according to the corresponding association patterns.

This paper focuses on the association pattern generation, because after generating
the association patterns, the association rules can be generated from the corresponding
association patterns. In this paper, we propose two algorithms for generating

association patterns and multiple-level association patterns.
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The rest of this paper is organized as follows: Section 2 describes the related
work. The algorithms to discovering association patterns and multiple-level association
patterns are presented in Section 3 and 4, respectively. Section 5 evaluates the
performance of our data mining algorithms. Finally, we conclude this paper and

present directions for future research in Section 6.
RELATED WORK

Various algorithms [2, 3, 7] have been proposed to generate all large itemsets
from a large amount of transaction data. These algorithms generate candidate -
itemsets for large k-itemsets, scan each transaction in a database to count the supports
for these candidate k-itemsets and find all large % -itemsets in the kth iteration based on
a pre-determined minimum support. However, because the size of the database can be
very large, it is very costly to repeatedly scan the database to count supports for
candidate itemsets. Park, Chen and Yu [8] pointed out that the key issue to improve
the performance of large itemsets discovery is the initial candidate set generation,
especially for the candidate 2-itemsets, and the amount of data that has to be scanned
for large itemset generation in each iteration. They utilized hash method to reduce the
number of the generated candidate 2-itemsets and employed pruning techniques to
progressively trim the transaction database. The pruning techniques are described as
follows: an item in a transaction can be trimmed if it does not appear in at least &
candidate k-itemsets in the kth iteration. However, in order to reduce the number of
candidate 2-itemsets, the overhead for building the hash table is large. Moreover, in
order to trim the database, it is necessary to scan each transaction in the database to
determine which items in the transaction can be trimmed.

Yen and Chen [12] proposed an efficient approach to generate large itemsets.
This algorithm constructs an association graph to indicate the associations between
every two large items, and then traverses the graph to generate all large itemsets. This
algorithm need not repeatedly scan the database to count supports for the candidates,
and need to scan the database only once, which has been demonstrated to have a better
performance than other approaches [2, 3, 7, 8].

The problem of mining multiple-level association rules was introduced by Han and
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Fu [6], in which four similar algorithms are presented. They apply the same method
as [ 3] on the transactions for each concept level (from the highest concept level to the
lowest concept level) to generate multiple-level association patterns, and reduce the
size of the database after discovering multiple-level association patterns at a concept
level. This appiuach has the same drawback as the approach presented in [3], that is,
for each concen* '»vel, many candidate itemsets need to be counted and a large number

of transactions needs to be repeatedly scanned.
MINING ASSOCIATION RULES

An algorithm APG (Association Pattern Generation) is presented to generate
association patterns (or largeitemsets). In the following, we describe the four phases

discussed in Section 1 for the algorithm APG.
1. Association graph construction

In the numbering phase, algorithm APG arbitrarily assigns each item a unique

integer number. Suppose item i represents the item whose item number is i. In the
large item generation phase, algorithm APG scans the database and builds a bit vector
for each item. The length of each bit vector is the number of transactions in the
datz‘ibase. If an item appears in the ith transaction, the ith bit of the bit vector
associated with this item is set to 1. Otherwise, the ith bit of the bit vector is set to 0.
The bit vector associated with item 1 is denoted as BV,. The number of 1’s in BV, is
equal to the number of transactions which support the item i, that is, the support for
the item i.
Example 1: consider the database TDBI in Table 1. Each record is a <TID, Itemset
> pair, where TID is the identifier of the corresponding transaction, and Itemset
records the items purchased in the transaction. Assume that the minimum support & is
50% (i.e., 2 transactions).

After the numbering phase, the numbers of the items A, B, C, Dand E are 1, 2,
3, 4 and 5, respectively. In the large item generation phase, the large items found in
the database TDBI1 are items 1, 2, 3 and 5, and BV,, BV,, BV;and BV, are (1010),
(0111), (1110) and (0111), respectively.
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Table 1. A database TDB1 of transactions.

TID [temset
100 CAD

200 ECB

300 ABCE
400 EB

Property 3.1: The support for the itemset 7,, 7,, ***, 7,is the number of 1’s in BV, A
BV, A - A BV,, where the notation “/A” is a logical AND operation.

In the association graph construction phase, APG constructs an association graph
to indicate the associations between large items. For every two large items i and j (i <
j ), if the number of 1's in BV, A BV, achieves the user-specified minimum support, a
directed edge from item i to item j is created. Also, itemset (7,j) is a large 2-itemset.
Note that an ordered list notation is used to indicate the order of the items in an itemset
for the following discussion.

The algorithm AGC (Association Graph Construction) is proposed to construct an

association graph, which is described as follows:

every two large items 7 and j (i < j) do
begin
if (the number of 1’s in BV, A BV,) Zminimum-support then
begin
create a directed edge from item 7 to item j
generate a large 2-itemset (7, j)
end

end

The association graph for the Example 1 is shown in Fig.1, and the large 2-
itemsets are (1, 3), (2, 3), (2, 5) and (3, 5).

The large k-itemsets are generated by traversing the association graph constructed
in the association graph construction phase. The data structure used to implement the

association graph is a linked list.
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Fig. 1. The association graph for Example 1.

2. Association pattern generation

The large 2-itemsets are generated after the association graph construction phase.
In the association pattern generation phase, the algorithm LGDE (Large itemset
Generation by Direct Extension) is proposed to generate large k-itemsets (£ > 2). For
each large k-itemset (k£ =>2), the last item of the k-itemset is used to extend the large
itemset into & + 1-itemsets.
Lemma 3.1 If an itemset is not a large itemset, then any itemset which contains this
itemset cannot be a large itemset.
Rationale: Because the itemset is not a large itemset, the support for the itemset is less
than the minimum support. Hence, the support for an itemset which contains this
itemset must be also less than the minimum support.
Lemma 3.2 For a large itemset (i,, i,, ***, i,), if there is no directed edge from item
i, to an item v, then itemset (,, ***, i,, v) cannot be a large itemset.
Rationale : Because there is no directed edge from item i, to an item v, the itemset (i7,,
v)is not a large 2-itemset. Hence, by Lemma 3.1, itemset (i,, ***, 7,, v) is not a
large itemset.

Suppose (i, i, ***, ;) is a large k-itemset. If there is no directed edge {rom item
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i, to an item v, then the itemset need not be extended into k + 1-itemset, because (7,
***, 14, v) must not be a large itemset according to Lemma 3.2. If there is a directed
edge from item i, to an item u, then the itemset (7,, ,, ***, 7,) is extended into & +
1-itemset (i,, i,, ***, i,, u). Theitemset (i,, i,, ***, i;, u)is a large k + l-itemset if
the number of 1's in BV, A BV, A == A BV, A BV, achieves the minimum support.
If no large k-itemsets can be generated, the algorithm LGDE terminates. The
algorithm LGDE is described as follows:

k is set to 2.
there are large k-itemsets generated do
begin
foreach large %-itemset do
begin
if the large k-itemset can be extended based on the association graph then
begin
extend the large k-itemset into k£ + 1-itemsets.
foreach extended k& + 1-itemset do
begin
apply the logical AND operations on the bit vectors associated with
the £ +1 items contained in the & + 1-itemset.
if (the number of 1’s in the resultant bit vector = minimum-support
then
generate the & + 1-itemset which is a large k£ + 1-itemset.
end
end
end
increment £ by 1
end
replace the item numbers in each large k-itemset (¢ => 1) by its item names, and

generate all association patterns.
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For example, consider Example 1. After the association graph construction
phase, the large 2-itemsets (1, 3), (2, 3), (2, 5), (3, 5) are generated. For the
large 2-itemset (2, 3), there is a directed edge from the last item 3 of the itemset (2,
3) to item S in the association graph shown in Fig.1. Hence, the 2-itemset (2, 3) is
extended into 3-itemset (2, 3, SlipfﬁrThe number of 1’s in BV, A BV, A BV, (i.e.,
(0110)) is 2. Hence, the 3-itemset "(2, 3, 5) is a large 3-itemset, since the number of
I's in its bit vector is no less than the minimum support threshold. The LGDE
algorithm terminates because no large 4-itemsets can be further generated. After
completing the APG algorithm, the generated association patterns are {A, C|, {B,
C}, {B, E}, {C, E} and {B, C, E}.

MINING MULTIPLE-LEVEL ASSOCIATION RULES

Mining multiple-level association rules is to find associations at multiple concept
levels. For each concept level, both minimum support and minimum confidence are
specified.

A multiple-level association pattern is a large itemset in which all items are at the
same concept level. For an item to be in a multiple-level association pattern, the items
at the corresponding higher concept levels of this item need to be large at their
corresponding concept levels. In the following, we present the algorithm MLAPG
( Multiple-Level Association Pattern Generation ) to generate all multiple-level

association patterns.
1. Mining algorithm

In Section I, we have mentioned that each item in the database contains domain
values of the relevant attributes for the problem of mining multiple-level association
rules. For an attribute, each domain value is arbitrarily given a unique number in the
numbering phase. Besides, each item in a transaction is numbered according to its
domain values.

After the numbering phase, MLAPG performs the remaining three phases for
each concept level (from the highest concept level to the lowest concept level ), which

are similar to the associated three phases in APG algorithm. The large item generation
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phase scans the database once to build a bit vector for each item and find large items at
the current concept level. Also, the size of the database is progressively trimmed by
eliminating the items which are not large items at the previous concept level. Notice
that for the last concept level, the database need not be further trimmed. The
association graph construction phase constructs an association graph by applying AGC
algorithm for the large items found at the current concept level. The association
pattern generation phase performs algorithm LGDE on the constructed association

graph to generate all large itemsets at the current concept level.
2. An example

Example 2: Consider the database TDB2 in Table 2 in which there are three
concept levels defined, and the items at each concept level are numbered. For
example, in Table 2, item “121” can be the item “bread wheat Wonder”, where the
first number “1” represents the domain value “bread” of the attribute “category” at
level-1, the second number “2” for the domain value “wheat” of the attribute “content
" at level-2 and the third number “1” for the domain value “Wonder” of the attribute
“brand” at level-3. Assume that the minimum supports J;, J; and 3, specified at the
levels 1, 2 and 3 are 4, 3 and 3 transactions, respectively.

Because there are three concept levels defined, MLAPG needs to perform the
above three phases three times to generate all multiple-level association patterns. For
the first level, only the level-1 items in the transactions are considered. After the large

item generation phase , the found level - 1 large items are “1%¥x” and “2%*” and the

Table 2. A database TDB2 of transactions.

TID Itemset

100 {111, 121,211, 291}

200 | {111, 211, 222, 323}

300 {112, 122, 221, 411}

400 | {111, 121}

500 | {111, 122, 211, 221, 413}
600 | {211, 323, 524}

700 | {323, 411, 524, 713}
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associated bit vectors are (1111100) and (1110110), respectively, where the notation
“ %" represents any item. In the association graph construction phase, the association
graph for the level-1 large items is constructed as shown in Fig.2 (a) and the level-1
large 2-itemset (1%%, 2%x) is generated.

For the second level, MLAPG scans the database TDB2 to build a bit vector for
each level-2 item and find level-2 large items in the large item generation phase. The
level-2 large items found are 11 % , 12 % , 21 * and 22 * , and the associated bit vectors
are (1111100), (1011100), (1100110) and (1110100), respectively. By the way,
MLAPG eliminates non-large items at the first level from the database TDB2. The

trimmed database is shown in Table 3.

Table 3. The trimmed database of TDB2.

TID Itemset

100 | {111, 121, 211, 221}
200 | {111, 211, 222}

300 {112, 122, 221}

400 | {111, 121}

500 | {111, 122, 211, 221}
600 | {211}

In the association graph construction phase, MLAPG performs AGC algorithm
for the level-2 large items. The constructed association graph is shown in Fig.2 (b),
and the generated level-2 large 2-itemsets are (11 % , 22 % ), (11 %, 21 %), (11 %, 12
%), (12%, 22% ) and (21 * , 22 * ). After the association pattern generation phase,
the level-2 large 3-itemsets (11 % , 21 %, 22 % ) and (11 *, 12* , 22 * ) are generated
by performing the algorithm LGDE.

For the last level, after scanning the trimmed database in Table 3, the found
level-3 largeitemsare111,211and221, and the associated bit vectors are (110110),
(110011) and (101010), respectively. The association graph constructed for the level-
3 large items is shown in Fig.2 (c), and there is only one level-3 large 2-itemset (111,
211) generated.
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(a) Level-1 association graph (b) Level-2 association graph (c) Level-3 association graph

Fig. 2. The association graph for Example 2.

PERFORMANCE EVALUATION

In this section, we evaluate the performance of the two algorithms APG and
MLAPG which are proposed to discover the two types of association patterns:
association patterns and multiple-level association patterns, respectively. In [12], we
have evaluated the performance of APG and demonstrated that APG has a better
performance than other approaches [2, 3, 7, 8]. In the following we analyze the
performance of algorithm MLAPG.

For MLAPG algorithm, Han and Fu [6] presented four similar algorithms to
generate multiple-level association patterns, in which the algorithm ML_T2L1 is used
to compare with our algorithm MLAPG.

The synthetic data generation method is the same as the method described in [6].
The parameters used to generate synthetic data are set as follows: the number of
transactions is 100,000, the number of items is 1000, the number of potentially large
itemsets is 2000, the average size of the transactions is 5 and the average size of the
potentially large itemsets is 10. Besides, the number of the concept levels is set to 4
and the fanouts for levels 2, 3 and 4 are set to 5, 5 and 5, respectively. Hence, the
number of nodes at level-1 is 8.

Fig.3 shows the relative execution time for MLAPG algorithm and ML_T2L1
algorithm for various database sizes. In this experiment, we set the minimum supports
forlevels1,2,3and4t050%, 10%, 5% and 2%, respectively , because in this case,
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Fig. 3. Threshold (50%, 10%, 5%, 2%).

the algorithm ML_T2L1 has the best performance among the four algorithms presented
in [6].

For each concept level, ML_T2L1 applies Apriori algorithm [3] to generate large
itemsets at the current concept level. Hence, for the concept level i, ML_T2L1 needs
to generate level-i candidate k-itemsets (£ 2> 1) and scan the database to count the
support for each level-i candidate k-itemset in the kth iteration. If there are m concept
levels defined and Apriori needs to perform ri iterations to find all level-i large
itemsets, then there are database scans needed to generate all large itemsets at each
concept level.

For our MLAPG algorithm, it applies APG algorithm for each concept level.
Hence, MLAPG needs only one database scans to generate all large itemsets at every
concept level. Because MLAPG and ML_T2L1 apply algorithms APG and Apriori,
respectively, for each concept level, we analyze the performance of the two algorithms
APG and Apriori.

Suppose in the kth iteration, the set L, of the large k-itemsets is generated. For
the first iteration, APG and Apriori both need to scan the database to count the

support for each item. By the way, APG builds the bit vector for each item.
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In the second iteration, APG performs e (!2L1 St logical AND operations

on the bit vectors to construct an association graph and generate large 2-itemsets.

L =
However, Apriori needs to generate Ll ] (JZL' —1) candidate 2-itemsets. After

generating candidate 2-itemsets, Apriori scans the database to combine every two items
in each transaction and search these candidate 2-itemsets to count their supports.

In the kth iteration (¢ > 2), APG applies LGDE algorithm to generate large k-
itemsets. Suppose the average out-degree of each item in the association graph is ¢.
LGDE performs (£-1) x| L,, | X q logical AND operations to find all large £-itemsets.
However, Apriori needs to generate candidate k-itemsets from large k-1-itemsets.
After generating candidate k-itemsets, Apriori scans the database to combine every £
items in each transaction and search these candidate k-itemsets to count their supports.
Hence, the execution time of Apriori depends on the number of generated candidate
itemsets and the amount of data that has to be scanned.

Since for each concept level, the number of logical AND operations performed by
MLAPG is much less than the number of the candidate itemsets to be counted and the
sizes of the databases to be scanned by ML_T2L1 algorithm, ML_T2L1 takes much
more time than MLAPG for each concept level. Fig.3 shows that MLAPG
outperforms ML_T2L1 significantly and the performance gap increases as the size of
the database increases because the number of candidate itemsets and the number of

database scans increase for ML_T2L1 algorithm.
CONCLUSION AND FUTURE WORK

We propose a uniform graph-based approach to discover association rules and
multiple-level association rules. The approach includes the five phases: numbering
phase, large item generation phase, association graph construction phase, association
pattern generation phase and association rule generation phase.

The numbering phase numbers each item in the database. The large item
generation phase generates large items and build a bit vector for each large item. The
association graph construction phase constructs an association graph to indicate the

associations between large items. The association pattern generation phase generates
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all association patterns by traversing the constructed association graph. The association
rule generation phase generates association rules according to the corresponding
association patterns.

We present two algorithms APG and MLAPG to generate association patterns and
multiple-level association patterns, respectively. In [12], the algorithm APG has been
demonstrated to have a better performance than other approaches [2, 3, 7, 8]. In this
paper, we compare MLAPG algorithm to the previously known algorithm ML_T2L1
[6]. The experimental results show that MLAPG outperform ML_T2L1. When the
minimum support decreases or the size of the database increases, the performance gap
increases because the number of candidate itemsets generated by ML _T2L1 increases
and the number of database scans also increases.

For our approach, the related information may not fit in the main memory when
the size of the database is very large. In the future, we shall consider this problem by
reducing the memory space requirement. Also, we shall apply our approach on
different applications, such as document retrieval and resource discovery in the world-

wide web environment.
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MEEERS e/ (f, T) MEEEEE AN, MEGEIRRETT “BRibiBE” B
410 K AT 48y, i@ 4 i, HMISBAE “FRotBiE” 24 098 & 818
Vogel-Fulcher 188 G2, [4]

f = fgeE'/k"(T'-T“) (4)

Heh F REHIBIBIAEES, f, & attempt frequency, E, BEBREFER TG, F6E
/NS B TR ) (R YR BERE , &y S Boltzmann ##(, T, & Vogel-Fulcher B, T,
ENEERNERS S FERAMEMRE, $5 PMN-33%PT, REEBIREE
&, E,~199meV (2313 K), f,a7.09x 10°Hz, T,~277 K, B2 8 H{FEEE"
28—, attempt frequency ¥ —BISIRENAVIEZERGIE 2 N, B, E, BESSHEFE
FERIFE, 8 Fl/)N &5 E @ A 25 A, A0 PZN-9.5% PT fHEL, PMN-
33%PTHYE [HEEELK , [4]:E R E BEFPMN-33%PT & 8 o (19 /8 [5 15 & 7 65
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4 In (f) #11000/T HBAFEE. f RAIBNTHERR, T R HEBRABFRNEE
(<360 K)o EFHBRKBLRAXZRRINSHMANSER (4) HEABHEN,

[, &L PZN-9.5%PT dafiS i/ NESE A, AEELMNEE, FHHERE
EHI8%, PMN-33%PT tL PZN-9.5%PT HHEMIBE., £=, T, 2N KEEH
IR E LT NESEFTERA G B (freezing)”, RS EENTH
1, Vogel-Fulcher 77f2Lt Arrhenius /772, BV ERBIENEE, ErEERE

TRERE, BMAEEBEFER, EHBELSHEEMER (electric dipolar cluster)
ZHHAMY ,

& i

i PMN-33%PT f985B NMEH B (e Fle.”) BEI, BE T 430 K HEHT 340
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K WL, srRIEaUpsEMES R “WaERE”, RMENEEE . (F,T) B9EIS
£ 410 K MiTREFARIRAIITE, 1340 K RN EHBARE TR, TS
MR B — . ANEER </ (f, T) T FASEENRR, ZHETE 360
K EAIF, PMN-33%PT 5 — B EBLBIRE AR, BEERD ficting, HMEIR
HETE T RRMBRAIEMEAE, Vogel-Fulcher temperature , attempt frequency,

i i

it

EE AR MR p R i K BT P s b R R LRI e 58B) (FEBNERSE: 0201-
—f%-1999-1.0-0140) ,
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F. -C. Chao, W. -S. Su, Chi-Shun Tu

Department of Physics
Fu Jen Catholic University
Taipei , Taiwan 242, R.O.C.

ABSTRACT

Dielectric permittivities along the [001) direction have been measured as a
function of temperature for relaxor-ferroelectric single-crystal ( PbMg,,; Nby; O; o
(PbTiO;),.55. A sharp ferroelectric phase transition was observed near 430 K. As the
temperature decreases, a diffuse phase transition was detected near 340 K. The nature
of the thermal hysteresis for the dielectric permittivity confirms that these transitions
(near 340 K and 460 K) are both first order. The frequenay-dependent dielectric data
e'(f, T) prove the existence of an electric dipolar relaxation process below 360K. The
activation energy, the Vogel-Fulcher temperature, and attempt frequéncy

corresponding to this relaxation process are also calculated.

Key Words: 41 % % B (dielectric constant), M E 8 (relaxor ferroelectric
materials), JEALFHE (diffuse phase transition)
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Abstract

A major concern about using the process capability index is the
assumption of the indepedent and normally distributed properties of
the process data. Under such assumptions, Greenwich and Jahr-
Schaffrath (1995) introduced an incapability index C,, which provides
an uncontaminated separation between information concerning process
accuracy and process precision. However, the index C,, inconsistently
measures process capability in many cases and thus reflects process
potential and performance inaccurately. Chen (1998) proposed an
adjusted incapability index, called C},, to handle processes with both
symmetric and asymmetric tolerances for a normal process. However,
in practice, process data are often time dependent and nonnormal. In
this paper, the central limit theorem of the estimator C, for second

order stationary processes are derived.

Key Words: process capability index
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Introduction

A key issue during a certification stage is the long-term capability of the supplier’
s processes, which includes the consistency of the process, the ability to deal with
process disturbances, and the determination of the closeness to target. For a high-
quality product, it is desirable that a very small percentage of items lied outside of the
specification limits. Process capability (incapability) index has been introduced as a
tool to aid in the assessment of process performance.

Greenwich and Jahr-Schaffrath (1995) introduced the incapability index under

normality :

_ 2 2
Co = — + ’

- [min{U~T, T~ LI [SminfU~T, T - L{J’

’

where g is the process mean, ¢ is the process variance, T is the target value, L and U
are the lower and upper specification limits, respectively. This index provides an
uncontaminated separation between information concerning the process accuracy and
process precision. Greenwich and Jahr-Schaffrath (1995) discuss confidence intervals
for C,, based on a small and large samples. When both the mean x and the variance o*
of the measurements are unknown, Greenwich and Jahr-Schaffrath (1995) proposed
an unbiased and consistent estimator C,, of C,, under normality for small samples as the

following:

Cos —

i=1

(X, — T)/nD?,

M:

where D = % min{U — T, T — L}. For large samples, by assuming that the fourth

moment exits, a natural estimator defined by

- X-T), S
Cpp = (.#) + {?!
is asymptotically normally distributed with mean C,, and variance o3,/n , where X =

4 —T)s* 4 = T ad
(# 5 )O‘+ #3(}11)4 )+#4D40’#3

Z?:]Xi/n ’ Si - 2:=|(X5 _Y)z/n and 0'2, =
rp
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= E[(X - 2 )] and g, = EI(X — 2)']. Chen (1998) showed that such a natural
estimator is UMVUE under normality and the rth moment of the estimator was
derived.

However, it is found that the index C,, inconsistently measures process capability
in many cases and thus reflects process potential and performance inaccurately. Chen
(1998) proposed an adjusted incapability index, called C’,, to handle processes with

both symmetric and asymmetric tolerances for a normal process.

o o [mazl(u = T)A/(U = T), (T - )d/(T - L)I T+ &
[%mz‘niU—T,T—L}]z

PP

pes

stlmaxi(u - T)d/(U-T), (T = w)d/(T - L)} + &%

where d = 5 £ is the half length of specification interval. This index is written as

c o

the sum of the inaccuracy and imprecision of the process and achieves sensitivity for
departures of the process mean p from the target value T .

Chen (1998) proposed a natural estimator C, of this incapability index where
sample mean and sample variance (MLE) are used when both the mean y and the

variance o of the measurement are unknown. i.e.
Cpp = pillmaz | (X = T)d/(U - T), (T -B)d/(T - L)} + S|

where X = 3'_,X./n and S? = 37_(X, - X)*/n be the MLEs of the mean and the
variance, respectively. In his paper, Chen derived the rth moment of C:,,. The mean
squared error are also calculated to explore the behavior of the estimator. It has been
shown that in general this natural estimator is biased. But for the case when the
production tolerance is symmetric, the estimator C}, is an UMVUE of C%,.

Chen and Hsu (1999) discussed some large sample properties of C5, for iaid.
processes. In this paper, we discuss the limiting distribution of an estimator C’, of the
incapability index Cj, for second order stationary processes under some mild
conditions. The results allow one to find approximate 100(1 — «)% confidence

intervals.
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Central Limit Theorem for the Random Vector (X, S2).

LetX, = u+ 3 ¢Z,,, where Zs are i.i.d. with mean 0 and variance ¢°, denote
el

a discrete second order stationary process with mean p and autocovariance function

y(h) = Cov(X., Xom) = 6 5 _uu

which rely on the lag A only. Let X,,*-*, X, be a sample of size n obtained from the

stationary process { X,}. In this section, we will derive the central limit theorem for

the random vector (X, S2) that is useful in section 3.
Theorem 1: Let | X,} denote a stationary process as defined above, such that i §m¢"’
_E_Jm(,bf, .é‘wgb?, ‘gw(,bf, ; ,?_ng,gb,-, ' ,.:é_m(,b,gbf, ;jg:ﬁm"bi‘bf‘ are all finite, and EZ} = «’ <
JOO, EZ‘,: = 170'4J< 00, Dt;fine ’ :

Y, = A,(X, — pu) + 2,(X, — p)?,

where A, and A, are two arbitrary constants not equal to 0 simultaneously, then

Va(Y = 2:7(0) —> N, 3_ry(h)),
where

v=1
n

t

i M=

Y,

1

and

Ye(R) = 227 (R) + L A60°2Y, oy + A A0’ Sl + A3(g — 3)a' S,
+ 22374 h).

Proof':
It is known from page 220 of Brockwell and Davis (1987) that

E(X, - #)Z(Xnﬁ - ,u)z = (77 - 3)04§¢i¢i+h + YZ(O) + 2,},2(’1)
By a similar computation, we obtain

Cov[ (X, — u), (X, — )] =(9- 3)04§¢i¢i+n +27%(h).
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Simlarly,
COU[(XI _Il)’ (X1+h - ,U)z] = 603§¢u¢2+h! (1)
and
CO'UI:(Xl _/-‘)2: (X{+h = ﬂ)] = faag:(ﬁi(yba-rh-
Let 7y(h ) be the covariance of Y, and Y,,,. Then
7‘{'(’1)
= Q)'U(Yr! YH-h)
= CO‘U[AI(Xr - ﬂ) + A2(Xr - #)2,A1(Xt+i| - #) + AZ(XtH: - #)2]
= AiCov(X, - ps X — )+ 2,4,Cov[ (X, - i)y (s = ;z)z] + A,A,Cov
[(X: - ‘u)l, (X:Hu = #)J + AZZCO'U[(XI - #)25 (Xr*h - F)z]
= A7(R) + 220’ Zh, Pos + MA@ SPl, + A2 (g - 3)a'SPipl.,
+ 2,77 (h).

The following arguments borrow the techniques useci.in the proof of Theorem 7.1.2 in
Brockwell and Davis (1987).

Define

X, =p+ 297,
Y = A(X,, —p) + 2,(X,,, — n)
?ﬂﬂl = Lzﬂ Y!m
Mne=1
— . 1 n
Y=-3Y,.
Mne=1

Then by theorem 6.4.2. of Brockwell and Davis (1987), vn(Y,, - A,0) is
asymptotically normal with mean 0 and variance v°,, such that lz_ﬁ U = ;52 m'}’y( h).

It is sufficient to prove {iﬁj 5{_@ Varvn(Y -Y,,) =0, since thenvV 7 (Y — A,0?)
— N(O,kém)’y(h )) as desired. Clearly

Y-Y..



Asymptotic Distribution for Estimator of Process Incapability Index Chp for Second

126
Order Stationary Processes
1 n
==3(Y,~ Y.)
Ne=1
= iﬁ TA(X, = Xo) + AKX, = X ) (X, + X = 200)]
=;1;,z] M E P2+ A S G2 EeZ 3 92
= 2310 T 920, Al T2+ 20 3 97,0 3 97,)]
= L8 Aits )
MNe=1
where
A(t,m) = 4, Z (,b)Z,}+A2( Z ¢Z"})2+212( E </),Z,J (= :,bJZ,,)

17 1< m
Since 3¢, Z¢?, ¢! are finite, and VarA (¢, m) is a linear combination of terms like

2 ¢, = ¢ (= ¢,) b ¢, gm(pj., and (“_Emll)?)(‘jémgb?), etc. , we have

gl >m 1j1>m

lzm VarA(t,m) =0

fort =1, 2, =+, n. Similarly, since 3 ¢g¢,, = ¢ and 3 ¢ are finite, and
La) =502 Tpl =P2 27 R

éCov(A(i,m), A(j,m)) is a linear combination of terms like jg; Sy

i Ll > m. b >m
_521‘ by’ s b . b’y 12] <,bgb[,,m2>¢,,etc,forz—l Dy W0y 9 5 e
lal>m, bl >m \a|a> l‘”"> Ia|a< :l lb|>m "
have lim ECG"U(A(: m), A(j,m)) is finite and
‘j;l
lim lg_r{_}ECov(A(z m),A(j,m)) =0,fori =1, 2,
o
Therefore,

lim lsza?‘«/_(Y Y i)

m—>0 n-=

1
ﬁ,Z—A(I ,m)

= [i_.rg[VarA(],m) + lim ;éliilCov(A(i,rn),A(j,m))] =0,
i

= lim lim Var
=90 p-—=0

and the proof is completed. []

Theorem 2: Under the same assumptions as theorem 1,
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VAl 3 (X, = )22 (% - ) — 07O = N(0,0),5), (@)
where X is given by

sey(h) 92

3,3 2 o 2 ) (3)
@2y, by =33 7°(0) 287 ~7*(h)

Proof: By the following observation

Cov[(X, = p), (X, - p)’] = @3¢}

a

obtained from (1) ( let A = 0 ), theorems 1, and the standard Cramer and Wold
(1936) argument. [J

Theorem 3: Under the same assumptions as theorem 1,

Val(E X3 (X, - X0 = (4, 7(0)] -2 N((0,0),3), @)

where 3 is given by (3).

Proof: Equation (2) can be rewritten as

Val(E X, L3 (X, - 1)) - (u.7(0)] -5+ N((0,0),3), (5)

and (5) implies (4) in view of (2). [

Limiting Distribution for ¢,

Let { X,} denote a discrete second order stationary process with common mean g ,
autocovariance function ¥ (k) and higher moments as defined in section 2. Then the
common variance is ¥(0).

The process incapability index

ot = #[maxu# ~ T)d/(U - T), (T - w)d/(T - L) T + 7(0)}

can be rewritten as
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LT = d /(T = )T+ 7(0)] L << Tl
2
C’;,,=ﬁ%~z fL<pu=T<U
(= T +,0d/(U-T)F+ 7@  #HL<T<p<U.

From section 2, X and S® are consistent estimators of # and 7(0), respectively.
When both the mean p and the variance ¥(0) of the measurement are unknown, let’s

consider the following estimator:

Cyp = it [maz |(X - T)a/(U = T), (T = X)d/(T - L)| '+ 82}
which is equivalent to the following expression:

1 N 2 2
El[(T—X)d/(T—L)}+S"| HL<x<T<U

C, = éi[mmi(i— T)A/(U-T), (T-X)d/HT-L)I+S HLLKpu=T<U
%i[(_r+f)d/(u—’r)]2+sit fLLTL<adl.

Theorem 4: Let {X,| denote a discrete second order stationary process which

satisfying the assumptions in Theorem 1. Then

2 i L ‘
Vn(C,, - C,,)—> N(0,BZB)
where X is given in (3), and

~UT—phd’ 1, ;
(Dzig_L))‘f,Dz L% Te < U,

2CT+pd” 1y 1 <, <T<U
G- TP DY SHTEELS
Proof:
Define

m@ﬁ)=§MmmMa*TMKU*T%(T*aMKT—LHF+M
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ST -)d/(T-L)F+b]  fL<a<T<U
E%iﬂ—-T-+a)d/(U—wTU]”+bi #L LT LnLW

Then g,(a,b) is a real valued function and is differentiable for alla € (L, U) ,and b
> (0 with

1, (T -a)d’ .
éﬂ&ﬂ_lﬁ[z(T—uJ‘ fL<a<T<U
da B _ 2
o2 Ly r<T<a<u.
andiﬁ%b’_b)=éfora e (L,U).

It is clear that C},, = g,(x,7(0)) and C';p = g dX, B2).
(3g:(a,b) agl(a,b)

Define B = = 2k (a,8)=(u,r(0))
-2T - w)d* 1
—2T —p)d” 1 - U
( T L) ' D if Lo = T %
—— _ 2
(2( T*udd 1 fL<T<u<U.

DZ( U _ T)Z ? D2
then B# (0, 0). Hence, by Theorem on page 24 and page 72 in Serfling (1980),
'\/;(gl(f! S3)-g(pu, ?’(0)))*1;’N(0,BZB'), where X is given in (3). Therefore,

Vn(Cl, - CL)—> N(0, B3B").[]

[t was shown by Chen (1998) that in general the estimator C';p is biased for a
normal process. From Theorem 3 above, we see that the estimator C;, is
asymptotically normally distributed with mean C’,, under some mild conditions, i.e.
the estimator C;,, is asymptotically unbiased and consistent. And with the asymptotic

- 2
variance o /n , where

2 _ i!(T - #)2d47(0) _ T ,u)dz,u3+ M — )’(0)2;
O-C" D4 G4 Gz 4 ,

’
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G_{T—LifL<y£T<U

U-~THLL T p-LU.
Except what we observed above, the limiting distribution of C7, also provides a

way to find the probability of events and to find approximate confidence interval. i.e.

. ) 5 & 2 . = (BZ-B’)”’2
an approximate 100(1 — @)% confidence interval for C",,is ( C’, — T R

N BZBI e
CPP + (‘—)Zl—u‘z)-

Vn
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Abstract

Utilizing hardware-based switching to improve the cost,
performance and scalability of Layer 3 routing, referred to as Layer 3
switching, is one of the most prospective techniques to efficiently
transfer large amounts of diverse traffic over Internet or Intranet. One
of Layer 3 switching implementations, referred to as label switching,
is to attach short, fixed length labels to the forwarded packets.
Switching entities perform table lookups based on these simple labels
to determine where packets should be forwarded. This paper presents
a loop-free label distribution protocol for label-switching based IP
networks. Multiple paths are provided to enhance network
connectivity and flexibility. A novel loop prevention algorithm, which
employs a port-id list to prevent loops, is proposed. The proposed
scheme applies a constant processing time and a shorter message
length. Furthermore, no global unique identifier is required for edge

routers and switching nodes.

Key Words: Layer 3 Switching, Label Switching, IP, Edge

Router
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INTRODUCTION

Statistics demonstrate that both the number of hosts and traffic on Internet are
increasing exponentially. Traditional routers cannot keep up with the explosive growth
of Internet and Intranet traffic. Several new technologies for routing IP traffic such as
wire-speed routing, layer 3 switching and layer 4 switching are emerging [1~7]. By
exploiting recent advances in high-speed switch hardware, layer 3 and layer 4
switching efficiently accelerate packet-forwarding speed. Label switching is one of
layer 3 switching implementations, where a short, fixed length, locally significant
identifier is augmented in front of IP header to guide the route of IP packets. The
identifier is generally referred to as label. The label of each packet is used as an index
for a switching table lookup to determine where data should be forwarded.

In traditional IP packet routing, as a packet traverses the network, each router
extracts all the information relevant to routing from the IP header. In the most
common case, the routing information is usually the destination IP address. Using this
destination address as a matching pattern, a time consuming longest-prefix matching
algorithm is then performed to find the packet’s next hop. Sometimes the routing
information may be contained in other fields, a complex header analysis is then
required. All these should be repeated at each router through which the packet travels.
Even in the simplest case, since the longest-prefix matching is really complicated and
usually implemented by software, routing IP packet is time consuming. Recently,
several fast IP table lookup .algorithms are proposed to accelerate the lookup speed [8~
11]. Wire-speed routers, which route IP packets at wire speed, are designed to
speedup IP packet forwarding [7]. For wire-speed router, complicated and expansive
hardware design is required to handle the complex routing processing. However, fixed-
length label significantly simplifies the hardware design and wire-speed packet
switching could be easily achieved via label switching. Furthermore, no routing
information analysis for each data packet is required at label switching nodes.
However, a specral router, referred to as edge router, at the edge of label switching
networks is necessitated to perform label and complete IP routing information

mapping: The edge router is a gateway node between label switching domain and
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Conventional
uting Domain

Fig. 1. A typical label switching based IP network.

legacy routing domain as shown in Fig. 1. Where the label-switching domain is a set of
contiguous nodes, referred to as label switches, which operate label switching routing
and forwarding. A set of contiguous traditional routers forms a legacy routing domain.
Edge router has to handle the insertion and deletion of label.

For label switching based IP networks, a label distribution protocol to establish
the routing database for each label switch is proposed in this paper. The proposed Loop
Free Label Distribution Protocol (LFLDP) provides multiple paths to enhance the
network connectivity and flexibility. A Novel Loop Prevention Algorithm (NLPA),
which employs a port-id list to prevent loops, is proposed. The NLPA applies a
constant processing time and a shorter message length. Furthermore, no global unique
identifier is required for edge routers and label switches.

The rest of this paper is organized as follows. Section 2 describes the system
configuration of a label switching based IP network. The details of LFLDP are
presented in Section 3. Section 4 gives the proposed loop prevention algorithm and its

implementation. Finally, some concluding remarks are made in Section 5.
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LABLE SWITCHING BASED IP NETWORKS

Replacing core traditional IP routers by label switches could effectively speedup IP
packet forwarding. Such a network is considered to be a label switching based IP
network. The region governed by label switches is commonly referred to as a label
switching domain whereas a region covered by traditional IP routers is named as a
legacy routing domain. An edge node residing between these two domains is
responsible of the label and routing information mapping, label insertion and deletion.
A label switching ingress and egress node is an edge node, which handles traffic as it
enters and leaves a label-switching domain, respectively.

Traditional routers use destination IP address to guide the route. Thus, in each
router, network identifier and next hop mappings are maintained in the routing table.
Each router would attempt to find a network identifier in its routing table, which has
a longest-prefix matching with the destination IP address of the incoming packet’s IP
header. We call such a routing a topology-based routing. However, several new
applications especially multimedia applications drive the requirements of flow-based or
stream-based routing. A flow is a single instance of an application to application flow of
data whereas a stream stands for an aggregation of one or more flows. In such a case,
a flow (stream) descriptor instead of network identifier is used to guide the route.
Different from topology-based routing, since no stream or flow descriptor is resided in
IP header and all intermediate routing nodes have no idea of each specific flow, a
connection set up is required for each flow- (stream-) based routing. For a label
switching based IP network, since a label could be stand for a specific network- or
flow- (stream-) identifier, both topology- and stream-based routing could be
supported. The flow- (stream-) based routing could be provided via integrating with
existing control protocols especially the quality of service (QOS) guaranteed routing
protocols, such as RSVP [12 ~ 14]. The label could be piggyback as part of the
confirmation in set-up phase. In our opinion, a best-effort packet that is it has no
special QOS guaranteed requirements it could be forwarded via topology-based
switching. However, those packets with QOS guaranteed requirements need flow-

based routing. A flow set up is required to establish the route and reserve resources
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along the routing path. Thus, the control and distribution of flow-to-label mappings of
flow-based routing could be hooked with existing QOS guaranteed routing protocols.
However, for topology-based routing, since no route set-up procedure is proceeded
previously, it is not suitable to integrate the label distribution of topology-based routing
with a QOS guaranteed routing protocol. Thus, in this paper, a topology-based label

distribution protocol is proposed.
THE LFLDP

The LFLDP employs a flooding-styled label distribution and consists of two main
portions: route maintenance and loop prevention. The former one is used to establish
topology-based routings for all connected IP networks. In order to keep consistency
with network status changing, each edge router would periodically advertise its
currently active routes. In the mean while, the loop prevention algorithm is invoked to
prevent establishing loop-routings. Before detailing the operation of the LFLDP, the
packet formats of LFLDP are introduced firstly.

1. LFLDP packet format

Similar to ICMP, UDP, and TCP, LFLDP packets are carried as the payload of
IP datagrams. Fig. 2 shows the common header of LFLDP. The LFLDP common
header contains four fields. The first byte indicates the LFLDP version number. The
second byte identifies the specific packet type. LFLDP uses two different types of
packets, listed in Table 1. Other than the common LFLDP header, each packet type
has its own unique format and would be introduced in the following subsection. The
packet length field indicates the size of the packet in bytes. The next field uniquely
identifies the router that originated the packet; this value is one of the router’s IP

addresses.

Table 1. LFLDP packet type.

1 Route-Advertisement
2 Label-Canceling




138 A Novel Label Distribution Protocol for Label-Switching based 1P Networks

Version Type Packet Length

Router Identification

Fig. 2. The common header of LFLDP.

(1) Route-Advertisement Message:

LFLDP establishes multiple Topology-based routings for each connected IP
networks. Initially, each edge router generates a Route-Advertisement packet to
establish routings for all its locally connected networks. The Route-Advertisement
packet is then flooded on all interfaces in label switching domain. Once a label switch
receives a Route-Advertisement Message, it updates its routing database and
distributes that information to the rest of the network. To do this, it floods the Route-
Advertisement Message on all interfaces except the incoming one. Furthermore, in
order to keep consistency with network changing, the edge router would periodically
broadcast its routing information to refresh routings for all locally connected networks.

After the common header, the Route-Advertisement packet in Fig. 3 contains one
32-bit word with the number of individual route advertisements in the packet. It is
then followed by the advertisements themselves. Each route-advertisement packet
consists of five fields. The first field is the route identifier ( RID) of this
advertisement. The RID is identified via two sub-fields: network IP address and
network mask. The second field specifies the label associate with this route. The route
dead interval (RDI) tells how long it takes to declare a route unavailable. If the route
has not been advertised in this number of seconds, it is considered dead.

The metric specifies the aggregate route status. It consists of two sub-fields:
metric type (MT) and value. LFLDP uses three different types of metric, listed in
Table 2. Hop count, naturally, indicates the number of hops from the originating node
to current node. Delay specifies the total delay time form the originating node to

current one. Link cost indicates the aggregate cost associated with this route. In order
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Fig. 3. The packet format of Route-Advertisement message.

Table 2. Metric type.

1 Hop Count
2 Delay
3 Link Cost

to enhance connectivity and flexibility, LFLDP provides multiple paths for each route.
The metric value helps to calculate the optimal multi-path for each route.

As mentioned before, LFLDP employs port-id list to prevent loops. For a route,
each intermediate node along the route appends its incoming port-id, Which is

represented by a bit string, to the loop prevention bit stream (LPBS) field. Thus, the
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LPBS contains the port-id list from the originating node to current node. To realize
where to append the incoming port-id to the LPBS, LFLDP uses the loop prevention
bit stream length (LPBSL) to indicate the current length of LPBS.

(2) Label-Canceling Message :

A Label-Canceling message is generated under the following two circumstances:
loops and higher metric values. Once a label switch detects a loop, it sends back with a
Label-Canceling message to eliminate the loop. In addition to loops, the other case is
that a higher cost route occurs. When label switch floods a received Route-
Advertisement message, it assigns each route on each port with a label and then
forwards further to its neighbors except the incoming port. However, some of them
may be useless because the path maybe attain a higher cost (i. e., higher metric
value) than the others. Thus, a label switch may use Label-Canceling message to
cancel this unused label. Whenever a label switch receives a Label-Canceling message,
it updates its routing database accordingly. '

The packet format of Label-Canceling message is shown in Fig. 4. After the
common LFLDP common header, the first field of the packet is the number of
individual canceled-labels in the packet. It is immediately followed by canceled-labels

themselves. Each canceled-label is specified via two fields: RID and label.
2. Routing databases

In this subsection, the routing databases within edge routers (ER) and label
switches (LS) are introduced.

LS Label-Switching Database (LSLSD): At each label switch, the incoming label
(IN-LB): of an arriving packet is used as indices in the LSLSD to uniquely identify the
outgoing label (OUT-LB) and the outgoing port (OUT-PORT). In order to speedup
the data switching, label switch maintains distributed LSLSD. That is, for each port,
each label switch keeps an individual LSLSD. Each entry in LSLSD is corresponded to
a topology-based route destined to an IP network. The routing information, such as

route-id, route dead interval, **etc., is recorded in LS routing database.
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Fig. 4. The packet format of Route-Canceling message.

LS Routing Database (LSRD): A label switch uses a LSRD to record the routing
information for each connected network. A LSRD contains the following information:
¢ RID: The RID identifies the destination of the route and is indicated via network IP
address and network mask. For instance, a route destined to network A as shown in
Fig. 1 denotes as (A, M,), where MA is the net mask of network A.

* Metric: Three different metric values are provided: Hop Count (HC), Delay (D)
and Link Cost (LC).

* LPBS: The LPBS specifies the port-id list from the originating node to current
node. We assume that the maximum port number of each visited label switch is 32
(32=2°) ports and the maximum length of a route is 32 hops. Thus, the LPBS field
is 20 (32 x5/8 =20) byte. If the current LPBS is shorter than 20 bytes, the
remaining bits are set to be 0.

* LPBSL: The LPBSL specifies the length of LPBS.

* RDI: The RDI tells how long the route needs to be refreshed again.

* Timer: The Timer records how long the time has been elapsed since last refreshing.

* OUT-PORT: The outgoing port of this route. This information also appears in
LSLSD. The label used by OUT-PORT is denoted as the OUT-LB.

* LB;: The LBi records the label of port 7. This information also appears in LSLSD.

» Counter: The Counter contains the number of useful labels excluding the label used
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in the incoming port (i. e., OUT-LB). Notably, the incoming port of a Route-
Advertisement message is the outgoing port (i. e., OUT-PORT) of the route (s)
in this message. While establishing a route, the route-advertisement message is
flooded on all ports except the incoming one and a label is assigned for each port.
However, some ot them are useless since its neighbor may choose a different path or
the route contains a loop. In such a case, its neighbor would feedback a Label-
Canceling message to cancel the label.

Notably, since LFLDP provides multiple paths to improve connectivity and flexibility,

each label switch would keep at most m (=2 or 3) records with the same RID.

ER Route-to-Label Database (ERRLD): Edge router is a gateway between legacy
routing domain and label-switching domain. Thus, in addition to the original routing
table, each edge router also maintains an ER Route-to-Label Database to handle
packets entering into or leaving from label switching domain. An ERRLD contains the
following information: RID, RDI, Timer, OUT-PORT, LB. Fig. 5 demonstrates

how these databases help data forwarding.
3. Protocol descriptions

Initially, each edge router assigns a label for each of locally connected networks.
Then, it creates a Route-Advertisement message with all Rote-to-Label mappings and
floods this message into label-switching domain. For example, the edge router ERa, as
shown in Fig. 1, generates a Route-Advertisement message with two route
advertisements for networks A and B and then sends it to LS1. Wile receiving a Route-
Advertisement message, the operations of label switches and edge routers are

different; thus, their operations are discussed individually as follows.
Label Switch’s Operations
Two types of messages may be received and discussed as follows.
(1) Route-Advertisement Message

Once a label switch receives a Route-Advertisement Message, for each route

advertisement, it makes the following checks.
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RID LB OQUT-PORT

CM. 1 1
DM, 2 2

IN-LB OUT-LB OUT-PORT IN-LB OUT-LB OUT-PORT
3 5 3 5 2 2

Fig. 5. An illustrative example of data forwarding in a label-switching based IP network.

1. The label switch first checks whether it has the route or not. If ves, it resets the
timer of the route.
2. Otherwise, it compares the metric value, chooses a better one and then if
necessary, cancels the unused route via sending back a Label-Canceling message.
3. If the new incoming route passes the second checking, it invokes loop-prevention
algorithm to verify whether there is a loop or not. If yes, it sends back a Label-
Canceling message to cancel the loop; otherwise, it inserts the new incoming route
into its LSRD and LSLSD.
The label switch then floods the routes, which have survived after the above
checks, on all interfaces except the incoming one. Notably, for each connected
network, the originating edge router would choose a metric type and all the successors

should follow the same metric type.
(2) Label-Canceling Message

When a label switch receives a Label-Canceling message, it first cancels the
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unused label (s) in LSLSD and LSRD. Then, update the corresponding counter of
LSRD. If the counter becomes zero, it further issues a Label-Canceling message on the
OUT-PORT to cancel the OUT-LB of the corresponding route.

Edge Router’s Operztions

Assume each edge router contains only one interface in label-switching domain.
Suppose an edge router receives a Route-Advertisement message, for each route
advertisement, it first checks whether it contains the route or not. If yes, it updates
the timer of this route in its ERRLD. Since the edge router holds only one interface in
label-switching domain, no loop-prevention algorithm is invoked. Thus, it simply
checks the metric value and reserves the best m paths. If necessary, it feeds back a
Label-Canceling message to cancel all unused labels. To adapt to topology change, all
edge router periodically distributes a Route-Advertisement message for locally
connected networks. While receiving a Label-Canceling message, an edge router
simply updates the ERRLD. No Label-Canceling message is sent by an edge router
since it is the edge node of label-switching domain.

The operations of label switches and edge routers are formally depicted in Figs. 6
and 7, respectively. A node may be in one of the following four states:

IDLE: A node with nothing to do, it is in IDLE state.

UPDATE-ROUTE: While a node updates its routing database according to the
received route advertisements, it is in UPDATE-ROUTE state.

FLOODING: After updating routing database (s), a node floods the updated routes
on all interfaces except the incoming one. Then, it is in FLOODING state.

CANCEL-LABEL: CANCEL state stands for a node is in canceling unused routes and
updating the corresponding databases.

CANCELING and CANCELING-C: If necessary, while a node is in sending a Label-
Canceling message, it is in CANCELING or CANCELING-C state. For
distinguishing, two different states are defined since the following operations are

distinct.
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Path 15 1.2, vy
PathI: 1,2, .., 4, itl,..,ni
Path1I: 1,2, 3, ..., i

®\..@ e @

Fig. 8. An illustrated example of loop path.
THE NLPA

1. Operation principles

Obviously, suppose a routing algorithm supports only one path and metric values
are used to select the optimal path, a loop path would not be picked. Without loss of
generality, consider an example as shown in Fig. 8. While Path I’ reaches node 7,
node ¢ compares path I with Path I'. Path [ is selected since the metric value of Path |
must be better than or equal to that of Path I'. Although LFLDP use metric value to
select a better path, a loop path may be chosen because LFLDP provides multiple paths
in its routing database. Assume LFLDP supports two paths. Let the metric value of a
path P denote as MV (P). Consider the example in Fig. 8 again, suppose MV (Path
[) <= MV (PathI’) <= MV (Path I1), node i would select Path I and Path I’
where Path I’ contains a loop.

In order to eliminate such a circumstance, LFLDP uses port-id lists to prevention
loops. In LFLDP, each route is associated with a port-id list containing the incoming
port ids from the beginning node to current nod. For example, consider a route as
shown in Fig. 1, which is destined to network A, originating from ERa, traversing
LS1, and arriving LS2, the resulting port-id list (i. e., LPBS) becomes 10il. Such



i

O o2 ¢ 147

T

an incoming port-id list has a useful feature as shown in Lemma 1.

Lemma 1. Let G (V, E) be a graph in which each node (label switch) runs
LPLDP. Given two routes R1 and R2 established via LPLDP. Both R1 and R2
originate from node o and end at node e. Then, R1=R?2 if and only if the LPBS of
R1 is the same as that of R2.

Proof: Obviously, if RI=R2, i. e., all the visited nodes and ports of R1 and R2
are the same, then the LPBS of R1 is the same as that of R2.

Without loss of generality, assume R1= (o, ***, n, ¢) and R2= (o, -, n’,
e). Suppose that the LPBS of R1 is the same as that of R2. Since R1 and R2 end at the
same node e, R1 and R2 must have the same incoming port in node N. Otherwise, the
LPBS of R1 would be different from that of R2. The incoming ports of R1 and R2 in
node e are the same, thus, the previous nodes of R1 (i. e., n) and R2 (i. e., n’)
are the same (i. e., n =n"). Similarly, since LPBS of R1 is equal to that of R2, the
incoming ports of R1 and R2 in node n must be the same. Following the same
procedure, we conclude that R1=R2. This completes the proof.

Observing Path I and Path I’ in Fig. 8, since they have the same previous path
from node 1 to node i, the port-id list of Path [ is the same as the prefix of the port-id
list of Path I'. Thus, once Path I’ reaches node i again, path I's LPBS could be used
as a matching pattern to check whether Path I’ contains a loop or not. Following the
same idea, the loop prevention algorithm of LFLDP is proceeded as follows. For an
incoming route (identified by the incoming RID, denoted as IN-RID), current
traversed label switch would append its incoming port id to the LPBS of IN-RID. The
resulting LPBS denotes as IN-LPBS. Using the LPBS (denoted as RD-LPBS), which
has RID = IN-RID in current label switch’s LSRD, as a matching pattern to match the
prefix of IN-LBPS. If matched, a loop is detected and a Route-Canceling message is
then generated and sent back to the previous node.

Notably, LFLDP first uses metric value to screen route and the loop prevention
algorithm is then proceeded to prevent loops. Furthermore, since each intermediate
node would verify whether an incoming route has loop or not, LFLDP would find the
loop whenever it is first generated. A loop is generated while a route reaches a node

that has been traversed before. Thus, if a node n receives a route R containing a loop,
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then R must have a form began with a loop-free path P and followed by a loop L. Note
that routes R and P have the same originating and ending nodes (the ending node is
node n). And they have the same RID. Consequently, we have the following lemma.

Lemma 2. Let G (V, E) be a graph in which each node (label switch) runs
LPLDP. For a node n €V, node n receives an incoming route R. If route R contains
a loop, R must have a form began with a loop-free path P and followed by a loop L.
Furthermore, the ending point of P is node n.

Lemma 3. Let G (V, E) be a graph in which each node (label switch) runs
LPLDP. For a node n© V', node n receives an incoming route R, which has passed
the metric-value screening. Route R contains a loop if and only if there is a route R’ in
node n’s LSRD. Where the LPBS of R’ is the prefix of the LPBS of R and the RID of
R’ is the same as that of R.

Proof: Suppose R contains a loop, by Lemma 2, we have that R must have a form
began with a loop-free path P and followed by a loop L. Furthermore, routes R and P
have the same originating and ending nodes ( the ending node is node = ).
Consequently, they have the same RID. If R has survived after the metric-value
screening, P must be also in node n’s LSRD because P’ metric value is better than or
equal to that of R and P arrives earlier. Thus, let P to be R’ and the LPBS of P (i.
e., R’) is the same as the prefix of R’s LPBS. Then, once R reaches node n, node n
may use the LPBS of R’ to verify whether R has a loop or not.

In the other hand, if the loop prevention algorithm finds a route R’, which
matches the prefix of R’s LPBS. By definition, R and R’ have the same RID. Thus, R
and R’ have the same originating and ending nodes. By applying Lemma 1, we
conclude that route R’ overlaps the previous path of R since the LPBS of R’ matches
the prefix of R’s LPBS. Therefore, route R must have traversed node n before because
the ending point of R’ is node n. Furthermore, route R now backs to node n again and
this generates a loop. This completes the proof.

Theorem 1. A route established by LFLDP is loop-free.

Proof. LFLDP first uses metric value to screen route and the loop prevention
algorithm is then proceeded to prevent loops. There are two phase to screen a loop

route. The first one is metric-value screening. The second one is loop prevention
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algorithm. If a route contains a loop and owns a worse metric value, it would be sieved
in the first phase. By Lemma 3, each loop route passing the first screening would be
sieved by the loop prevention algorithm. Thus, all routes established via LFLDP are

loop-free.
2. Implementation of NLPA

The proposed loop prevention algorithm using LPBS matching to verify loops
could be simply implemented by hardware. The hardware implementation of the
proposed loop prevention algorithm is depicted in Fig. 9. Owing to the remaining bits
of LPBS are set to be 0, for distinguishing, the port id starts from 1 instead of 0. After
concatenating the incoming port id, the IN-LPBS first masks with a bit string, which
has a number of DB-LPBSL 1s and followed by 0s. The result is then compared with
DB-LPBS. If equal, there is a loop; otherwise, the route is loop free.

T
l IN-RID ‘ IN-LPBSL ‘ IN-LPBS

Hashing )

Port-id

————————=F DB-LPBSL DB-LPBS

Fig. 9. The hardware implementation of NLPA.
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3. Performance of loop prevention algorithm

The proposed loop prevention algorithm furnishes the following advantages.

* Shorter message length. MPLS employs node-id list to prevent loops [1]. For IP
networks, node-id is commonly the IP address of the node. Suppose a route
traverses 32 hops, the length of the node-id list becomes 32 X4 =128 and 16 X 32 =
512 bytes for IPv4 and IPv6, respectively. These are much longer than the length of
LPBS (20 bytes).

* No global unique id is required. Node-id list requires a global unique id for each
node. However, the proposed loop prevention algorithm using port-id list does not
need a global unique id.

* Constant processing time. The proposed loop prevention algorithm is quite simple
and could be implemented via hardware. The processing time of the proposed loop
preyention algorithm is proportional to the number of entries in LSRD and it is
always a small constant (m =2 or 3). Thus, it takes only constant processing time
to prevent loops. For node-id list scheme, the processing time is proportional to the

number of nodes traversed.
CONCLUDING REMARKS

In this paper, a loop free label distribution protocol-LFLDP for label switching
based IP networks has been proposed. In order to enhance network connectivity and
flexibility, LFLDP provides multiple paths. We have also proposed a novel loop
prevention scheme -NLPA, which employs a port-id list to prevent loops. The NLPA
applies a constant processing time and a shorter message length. Furthermore, no
global unique identifier is required for edge routers and switching nodes. The LFLDP
provides only unicast routing; however, more and more applications and services
require multicast routing. Thus, integrating multicast routing with LELDP is going to

investigate in the future study.
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