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Building a Departmental Administrative System
on World Wide Web

HSING MEI AND JEN-ING GRACE HWANG
Department of Computer Science and Information Engineering
Fu-Jen University
Taipei , Taiwan 242, R.O.C.

ABSTRACT

This paper describes the departmental administrative system we have designed and
implemented on the World Wide Web (WWW ) for the Department of Information
Engineering and Computer Science at Fu Jen University. This departmental intranet
includes five subsystems: the Bulletin Board System (BBS) Sub-system; the Curricula
Affairs Sub-system; the Student Grade Reports Sub-system; the Financial Affairs Sub-
system and the Maintenance Sub-system. The newly-developed BBS Sub-system is
integrated with our original department NetNews/BBS system to provide departmental
information. An extension of the original system is the administrative BBS, which
facilitates communication among individuals in the department. The faculty and staff
are allowed to access the information in the sub-system with proper authorization
(e.g., reading meeting records ). The Curricula Affairs Sub-system provides
information about curriculum queries, selection of courses, and scheduling of courses.
The Student Grade Reports Sub-system can be used for recording and querying grades.
The Financial Affairs Sub-system saves time and simplifies the processing of
paperwork . The Maintenance Sub-system ensures the security of all data accessions; it
specifies the particular privileges that each account holds. For example, a student is
allowed to query his own grades through his account; in addition, the project
investigator and secretary are permitted to access information from a certain research
account. This system is implemented not only by the use of HTML (hypertext markup
language), C, Perl and Java computer languages but also by the use of communication

mechanisms such as Common Gateway Interface (CGI), Socket, and Remote Method
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Invocation (RMI). As a result of the implementation of this project, the designers
have gained experience in the implementation of a system on WWW. All users will be
able to access departmental information by means of a Web browser. Moreover, all
students, teaching assistants, faculty and staff will benefit from this system, with

respect to learning, teaching, research and administrative affairs.

Key Words: WWW, Intranet,
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Tunable Gain Voltage-Mode Precision Rectifier
using two CCII+s

YUNG-CHANG YIN
Department of Electronic Engineering
Fu-Jen Catholic University
Taipei, Taiwan 242, R.O.C.

ABSTRACT

In this paper, a voltage-mode full-wave rectifier circuit with
tunable voltage gain is presented. This rectifier circuit contains only
two Current Conveyors (CCII). Finally, the proposed circuit has
been confirmed experimentally and two experimental results are

included.

Key Words: Rectifier, Current Conveyors (CCII).

INTRODUCTION

It is well known that CCII has wide bandwidth and high accuracy. Current
Conveyor has many applications in nonlinear circuits such as multipliers, dividers and

M=) However, it is complicated to design a voltage-mode fixed gain full-

rectifiers
wave rectifier circuit using the combination of a CCII+ and a CCII—. Here two
CCll+s were used to implement the voltage-mode gain-adjusted full-wave rectifier

circuit. The feature of rectifier constructed in this way is a simple structure.
CIRCUIT DESCRIPTION

Basically, a CCII is a three port network having terminal characteristic described

by the matrix equation
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i 0 0 0]V,
V.i=|[1 0 0] |i
B +1 0 [V,

where the plus and minus signs indicate that whether the conveyor is formulated as an
inverting or an noninverting circuit, termed CCII- or CCII+ . By convention, positive
is taken to mean that i, and i. are both flowing simultaneously towards or away from

the conveyor. The circuit symbol of a CCII+ is shown in Fig. 1.

CClI+
iy
Yo—71Y
iz
ix L=l
Xo_h-_.x

Fig. 1. Circuit symbel of CCII+

CCIT+(1) CCITH(2)

o—Y J-—‘Y

z p2 z D_"';
X X
1 DI
RI

Fig. 2. Voltage-mode full-wave rectifier with tunable voltage gain.

The proposed tunable gain voltage-mode full-wave rectifier circuit, shown in Fig.

2, consists of two CCII+s, two Schottky diodes and two resistors. Assume that all the
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components are ideal. Since V,, is in the positive half-period, D, is on, D, is off, the

current flows through D, and R,. The voltage-mode rectifier response is obtained by:

R,
vn = R_Z)V.',. (1)

Similarly, if V, is in the negative half-period, D,is off, D,is on, the current flows

through D, , CCII+(2) and R,. The voltage-mode rectifier response is characterised
by:

W == (f;pv.,, (2)

From the above equations, the full-wave rectifier circuit is implemented using two
CCI+s. No matter whether V,, is in a positive or negative half-period, V, is always

positive and the amplitude of the output signal can be adjusted by using potentiometer

R
EXPERIMENTAL RESULTS

In order to verify the theoretical analysis, the proposed circuit is experimentally
demonstrated. The 1SS97 is chosen as the Schottky diode. The CCII+ has been
implemented using op-amp.(LF351) together with BJT (CA3096AE ). The used
oscilloscope is Tektronix 7623A. They are briefly described in the following:

(1) Fig.3(a) shows V,, =500mv, R, = 1K ohms, R, = 1K ohms and f =10
KHz
(2) Fig.3(b) shows V,, =500mv, R, =2K ohms, R, =1K ohms and f =10

KHz
The experimental results are agree with the theoretical analysis.

CONCLUSION

A new voltage-mode full-wave rectifier circuit with tunable voltage gain is
presented. The use of only two plus-type CClls greatly simplifies the configuration.
The experimental results are agree with the theoretical analysis. The purpose of the
experimental investigation is illustrative of the simplification of the tunable rectifier

using only two CCII+s.
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Fig. 3 (a). The transfer curve of V,, =500mv, at f =10 KHz and R; = R; = 1KQ

Fig. 3 (b).

The input and rectified waveforms of V;, =500mv, at f=10 KHz and R, = 2R, = IKQ2
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Refractive Indices of Single-Crystal KTiOAsO,

YU-LUNG YEH AND CHI-SHUN TU
Department of Physics
Fu-Jen Catholic University
Taipei , Taiwan 242, R.O.C.

ABSTRACT

We report here the refractive indices (n,, n,, n.) of single
crystal KTiOAsO, (KTA ) measured by the ellipsometer for
wavelength range 400-1700 nm. The various parameters of the
Cauchy’s equation, »n (A) = A + B/A* + C/A*, for different
refractive indices were obtained by fitting the experimental data. The
phase-matching angle of frequency doubling for the 1.32 pm Nd:
YAG laser line was calculated and is consistent with the earlier

experimental result.

Key Words: Refractive Indices, KTiOAsO; and Cauchy’s equation

INTRODUCTION

Potassium titanyl arsenate, KTiOAsQ,, belongs to the family of nonlinear optical
crystals with the general formula M'"TiOX*'O,, where M= {K, Rb, TI, Csf and X
= |P, As| . " The high damage threshold and broad angular acceptance have made
this type of crystals attractive materials for frequency doubling of Nd-based laser and
for optical parametric oscillators (OPO). In addition, the ion exchange properties also
make them one of the best candidates for waveguide applications. Potassium titanyl
phosphate, KTiOPO, (KTP), is the most famous among such materials and has been
used successfully in different applications. "

At room temperature, KTP-type crystals have an orthorhombic structure with

non- centrosymmetric point group C,y (mm2) and space group P, (Z=8). The
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crystal framework is a three-dimensional structure made from corner-linked TiO,
octahedra and AsQO, tetrahedra. Four oxygen ions of the TiO, belong to AsO,
tetrahedral groups which link the TiO; groups. For crystal with an orthorhombic
structure, three principal refractive indices ( n,,n,,n.) are different. Here, we
report for the first time these refractive indices obtained by using an ellipsometer as a

function of wavelength from 400 to 1700 nm.
EXPERIMENTAL PROCEDURE

Single crystal, KTiOAsQ,, was grown using the tungstate flux method. ' The
crystal was oriented by x-ray diffraction and was cut into rectangular shape having
(100), (010) and (001) faces. The dimensions of crystal is 3.0X2.86X%2.11 mm’.
The surfaces for measurements were polished to be optically smooth. A J.A. Woollam
Co. Variable Angle Spectroscopy Ellipsometer Model VB-200 was used with a
WVASE32™ software (version 2.38). A Xe gas lamp was used for the detected light
source. The fundamental theory and operating process of ellipsometry can be found in

Ref. 3.
In order to determine refractive indices for various wavelength continuously, the

Cauchy’s Equation was used to fit the experimental data, *i.e.

n(A) = A +B/2*+ C/A* (1)

Here, A, B and C are parameters whose values depend on optical properties of

materials.
RESULTS AND DISCUSSION

Fig. 1 shows the refractive indices for three principal axes. The solid lines are the

fits of Cauchy’s equations with parameters listed below’

n.(A) = 1.8453 + 0.02486/1° — 0.0005/A*
n,(A) = 1.7654 +0.02318/1* - 0.0007/2*
n, (1) = 1.7612 + 0.02248/1% — 0.00120/2" (2)

Here the unit of wavelength (1) is pm. Table 1 summarizes the refractive indices for

four various wavelengths ( A =633,660,1060 and 1320 nm) that can be used for the
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Fig. 1. Refractive indices (n,, ny, n,) of KTA. Solid lines are fits of the Cauchy’s equation with

parameters listed in Eq. (2).

application of frequency doubling. One can note that the intrinsic optical birefringence
of KTA crystal decreases as increasing wavelength. Our results, refractive indices and
birefringence (n.-n,) are consistent well with the earlier results obtained by L.T.

Cheng et al. *
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Table 1. Refractive indices, birefringences (n.-n,) for four different wavelengths. The data also were
compared with the earlier Cheng’s results (Ref. 4).

n, n, n, nen,

A =633 nm 1.8098 1.8189 1.9042 0.0944 present work
1.8083 1.8142 1.9048 0.0965 Cheng (Ref. 4)

A =660 nm 1.8065 1.8149 1.8997 0.0932 present work
1.8042 1.8104 1.8997 0.0955 Cheng (Ref. 4)

A =1060 nm 1.7803 1.7855 1.8683 0.0880 present work
1.7813 1.7867 1.8677 0.0864 Cheng (Ref. 4)

A =1320 nm 1.7737 1.7785 1.8594 0.0857 present work
1.7751 1.7798 1.8589 0.0838 Cheng (Ref. 4)

According to the calculation of phase-matching angle for the biaxial crystal, * we
predict that both types I and Il phase matching are allowed in the y-z plane of KTA
single crystal. The phase-matching angles 8, for the 1.32 um Nd: YAG laser line in
the y-z plane are §,, =59.2° (type II) and 8,, =35.2° (type I). Our calculated value

agrees quite well with the earlier experimental result 8,, =55.9° (type II) observed by

Cheng et. al.*
CONCLUSIONS

A main feature of the refractive indices in KTA is that a strong wavelength
dependent character has been observed in the measured wavelength range (400-1700
nm). Our results (refractive indices, birefringences and calculated phase-matching

angles agree consistently well with the earlier experimental results obtained by L.T.

Cheng et al. *
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A Simulation Study on Vannman-Type Indices
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Institute of Mathematics
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Taipei , Taiwan 242, R.0O.C.

ABSTRACT

Vinnman (1995) proposed a family of process capability indices
C,(u,v) under normality. In this paper, we study the performance
of estimators of C,(u ,v) under various distributions. It is found from
the simulation that the traditional estimators obtained by substituing
sample mean and sample variance for the process mean and process
variance, respectively, give the best results. Estimators derived by
using median as estimator of the process mean underestimate the true

indices under chi-square distribution.

Key Words: Process Capability Index

INTRODUCTION

Process capability analysis has received a substantial attention in the applications
of statistical process control to the continuous improvement of quality and productivity
since Burr's (1976 ) piorneering work. Process capability index, a unitless
measurement , is designed to compute the capability of producing conforming items for
processes. It is a function of the variance of the process, and it allows one to compare
the capabilities of different processes even when they are in different measurement
scales.

Lots of research have been done about the well known indices C,, C,, C,, and
C,,.. For instance, Sullivan (1984), Kane (1986), Chan et al. (1988), Clements
(1989), Chou and Owen (1989), Zhang et al. (1990), Bissell (1990), Boyles (1991),
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Spiring (1991), Kushler and Hurley (1992), Franklin and Wasserman (1992), Pearn
et al. (1992), Kotz and Johnson (1993), Bolyes (1994), and Chen and Hsu (1995).

For processes with symmetric tolerances (i.e. when Target value = Midpoint of
the specification limits ), Viannman ( 1995) proposed a superstructure of indices
involving two auxiliary parameters, defined for the case of two-sided specificaton
intervals. Such family of indices generalizes the four basic indices, C,, C,, C,, and
C,... She suggested estimators of the proposed indices. In addition, analytical
derivations of the expected value, the mean square error, and the variance of the
estimators are given. Under the assumption of normality, Vinnman and Kotz (1995a)
derived the distribution of the estimated indices C,,(a ,b) of the Vinnman family of
indices C,(a,b). Also, Véinnman and Kotz (1995b) discussed the estimators’
asymptotic expected value and asymptotic mean square error. Chen (1996) examines
some asymptotic properties related to the natural estimator proposed by Vinnman
provided that the fourth moment exists. The assumption of normality is relaxed in
such article.

The main result of the present paper is about the performance of several estimators
of the indices under various distributions. In section two, the definition and estimators
of the Vinnman - type indices are given. In section 3, the simulation study is

conducted. And finally it comes to the conclutions and suggestions.
DEFINITION AND ESTIMATORS

Let X,,...,X, be a sample of measurement from a process which has distribution
G with mean g and variance 8° under stationary controlled conditions.

Let L, U be the lower and the upper specification limit of the measurement of the
characteristic which we are interested in, respectively. Denoted = (U — L)/2 , half
the length of the specification interval [L, U]; M = (U + L)/2, the midpoint of
the specfication interval; and T is the target value which is predetermined by
customers.

The Vinnman family of process capability indices C,(u ,v), which depend on two

non-negative parameters, u and v, is defined as follows:
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3\/0‘2+‘U(#*T)2’

C,(u,v) =

where u,v =0

It is clear that C,(0,0) = C,, C,(0,1) = C,,,C,(1,0) = C,, and C,(1,1) =
C,.. Pearn et al. (1992) pointed out some undesirable properties of C,,, when T lies in
the specification limits but not equal to the midpoint M. Hence in this paper, we
consider only the processes with symmetric tolerance like Vannman (1995) did.
Therefore,

d-—ulp-T]|

3V + v(p - T)

. 2
When both the process mean pg and the proces variance o° are unknown, an

C,(u,v) =

estimator

~, d—ui/fz—'.ﬂ
Cu,v) = ,
’ 3V +v(p - T)

is considered, where 2 and &° are esitmator of u and o” respectively.

Vinnman (1995) proposed two estimators of C,(u ,v) when G = N(pu ,o0),

g =

Si.= 35X -X)/(n - 1)

= 500 =X
p=X & {

In their research, Vinnman and Kotz (1995b) suggested that the estimators of
the three indices C,(0,3), C,(0,4) and C,(1,2) have better statistical properties based
on some rules. In general, a good index should be able to reveal the truth. e. g.
provide a larger (smaller) value of C,(« ,v) when the process is capable (incapable) of
producing products which meet the specification limits. Without loss of generality, in
this paper we assume C,(u,v) = 1.

Let U=65,L =25,d=(U-L)/2=20, T =45, ¢ = 1(1)6. Then, for a given

g s

- 2du +6«/vd2+az(u2~9v)<#<T+—2du+6\/Ud2+az(uh9v).

Clu,v)=1==T - 200y — u2) S 209v — u?)
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C,,(O,v)21<==>T-./

Colu,0) 21 ==T - === pu <

fOI' any non- negatlve v.

d —

fOr any non- negﬂtlve u.
In particular,

C,(0,3) = 1<==45 -

[44.3-5° «/7
SR N
Crn(0,4)21<:$45—«/w<,u<45 +.;‘

= = 2 _ o 2 _
40 + \/16003468(90 400) o'y 40 + x/16003468(9a 400)'

The range of x for different ¢ when C,(0,3), C,(0,4) and C,(1,2) = 1 are given
in Table 1.

C,(1,2) > 1==45 -

Table 1. The range of g when indices are greater than 1.

C,(0,3)>1 C,(0,4) >1 C,(1,2) >1
41.19 < ; < 48.81 4170 < p < 48.30 | 41.24 < ;0 < 48.76
41.33<< p <48.67 | 41.82<, <48.18 | 41.40< p < 48.60
41.56 < p < 48.44 | 42.02<, <47.98 | 41.69<p <48.31
41.92 < <48.08 | 42.33< . <47.67 | 42.12< u < 47.88
42.45< 4 <47.55 | 42.80<p<<47.20 | 42.76 < <47.24
43.32 < p < 46.68 | 43.55< 1 <46.45 | 43.76 < u < 46.24

= R S T RN ST R

In addition to the parameters given above, let # = 25(5)65, u, v = 0(0.5)6.
Then it is found that
1. For Yo, when o = 25, 65,
(1)and u =0, 0.5, C,(u,v) is decreased as the value of v is increased.
(2)C,(1,v) = 0.
(3) all the values of C,(u ,v) discussed here are negative when « = 1.5(0.5)6.
And the value of C,(u,v) is increased as v is increased.
2. For Yo , when p = 30, 60, and
(1) whenu =0, 0.5, 1, the vaiue of C,(u,v) is decreased
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(2) all the value of C,(u,v) are negative when u = 1.5(0.5)6. The value of
C,(u,v) is increased when the value of v is increased.
3. For Yo , when 2 = 35, 55, and
(1) u = 0(0.5)1.5, the value of C,(u,v) is decreased as the value of v is
increased.
(2):€.(2;9) =0
(3) when u = 2.5(0.5)6, the value of C,(u,v) are all negative. The value of
C,,( u , v ) isincreased as v is increased.
4. For Yo , when 2 = 40, 50, and
(1) « = 0(0.5)3.5, the value of C,(u,v) is decreased as the value of v is
increased.
(2) C,(4,v) =0
(3) when u = 4.5(0.5)6, the value of C,(u,v) are all negative. The value of

C,(u,v) isincreased as v is increased.

en

. When the process is on target, i.e. ¢ =45 =T, C,(u,v) = C,. Therefore, the
value of C,(u , v) remains the same when the value of v is increased. If the process
standard deviation ¢ is small, it is good enough to use the index C,. But if the
standard deviation o is large, the proportion of out of specification limits will be
large, hence a better index should be used instead.

From table 2, we know that when pe 7 T (i.e. when u %45 ), the valueof u, v
should not be too large. Because if u and v are too large, the value of C,(« ,v) may be

underestimated. In the simulationwe consider only the situation when 0 << » <3, 0

v << 1.5.

Table 2. Indices which are greater than 1 under different combination of i and o .

(a) p =25, 65
o 1 2 3 4 5 6

C,(0,0) 6.6667 3.3333 2.2222 1.6667 1.3333 1.1111

C,(0.5,0) 3.3333 1.6667 1.1111
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(b) p =30, 60
o 1 2 3 4 5 6
C,(0,0) 6.6667 3.3333 2.2222 1.6667 1.3333 1.1111
C,(0.5,0) 4.1667 2.0833 1.3889 1.0417
C,(1,0) 1.6667

(c) p=35, 55
G 1 2 3 4 5 6
C,.(0,0) 6.6667 3.3333 2.2222 1.6667 1.3333 1.1111
C,(0.5,0) 5.0000 2.5000 1.6667
C,(1,0) 3.3333 1.6667
€;(1.5,0) 1.6667

(d) u=40, 50
o 1 2 3 4 5 6
C,(0,0) 6.6667 3.3333 2.2222 1.6667 1.3333 1.1111
C,(0,0.5) 1.8144 1.6412 1.4378 1.2488 1.0887
C,(0,1) 1.3074 1.2380 1.1433 1.0412
0,15 1.0744 | 1.0349
C,(0.5;0) 5.8333 2.9167 1.9444 1.4583 1.1667
C,(0.5,0.5) 1.5876 1.4361 1.2580 1.0927
C,{0.5,1) 1.1440 1.0832 1.0004
C,(1,0) 5.0000 2.5000 1.6667 1.2500 1.0000
C,(1,0.5) 1.3608 1.2309 1.0783
C,(1.5,0) 4.1667 2.0833 1.3889 1.0417
C,(1.:5;0:5) 1.1340 1.0258
C;(2,0) 3.3333 1.6667 1.1111
€,(2.5:0) 2.5000 1.2500
C,{3,0) 1.6667

(e) p=45, u, v=0 (0.5) 6
g 1 2 3 4 5 6
Clae,0.) 6.6667 3.3333 2.2222 1.6667 1:3333 1.1111

Remark: Empty cell means under such combination of (z, ¢), C, (u, v) <1.

SIMULATION STUDY

1. Parameters

Distributions G considered here are N(y,0%) ,o‘(xis - 4.5)/3+ pand v (3/4)at,
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+ p. All of them have the same mean and the same standard deviation.

Consider the following estimators of C,(u,v)*

~ d-ulX-T|
Cl(uiv)z =
378 + v(X - T)?

- d-ul|lX-T)|
C ] = —
) = S e - T
- d—ulm-T)]|
Clu,v) =

RO /St olm = TP
- d—ul|lm-T)|
cj( L ] ):

T 3 /Tt o(m - TY

where

X=élX/n

Si = é:](X*- = Y)Z/n

Sia=2(X, - X)/(n - 1)
m = Median{X,,...,X,}.

Remark: C,(u,v) and C,(u,v) are proposed by Vinnman (1995).

From the analysié in Vannman (1995, 1995a) and the result in Table 2, we

choose five indices to discuss, namely C,(2,0), C,(3,0), C,(0,3), C,(0,4) and
C,(1,2). We study the performance of these estimators under three different
distributions for different sample sizes. The study will be conducted from the following
two points of view:
(I) for n =10 (20) 90, study the frequency that the value of estimators C,(u,v) of
each index is larger than ¢ under three distributions, where ¢ locates near the true value
of the related indices. The advantage of this approach is that we have fixed rule to
compare. In this study, we choose ¢ = C,(u,v) +h +0.25, whereh =0, 1, 2. (See
Table 3-1-Table 3-5).
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Table 3-1. Frequency of each estimator which is greater than ¢ under different distribution in 1000
experiments where C; = C; (2, 0).

u=2v=0 C, C, C, Cs

n ¢ N t ¥ = N t Y s N t Y 3 N t Y :

10 2.8333 (1000 1000 1000 | 1000 1000 1000 | 1000 1000 1000 {1000 1000 1000
3.0833 | 955 975 952 | 968 984 985 | 953 975 922 | 964 984 965
3.3333°| 555 594 644 | 546 599 630 || 551 587 580 || 534 589 570
3.5833 | 185 208 224 | 191 212 201 | 193 209 206 || 194 202 193
3.8333 | 47 44 55 50 55 48 43 42 49 51 54 48

30 2.8333 1 999 999 996 || 999 999 998 || 999 999 989 [ 1000 999 991
3.0833 | 903 928 910 || 904 933 920 | 913 930 849 | 909 930 870
3.3333°( 556 567 611 | 533 569 594 | 557 555 496 || 556 563 493
3.5833 || 202 200 216 || 200 202 213 | 202 201 164 | 196 204 163
3.8333 | 45 58 42 43 49 47 43 55 35 45 51 34

90 2.8333 || 993 991 988 | 992 990 993 | 990 992 976 | 990 992 977
3.0833 || 885 868 878 | 885 872 875 | 884 873 770 | 886 873 769
3.3333°| 540 538 547 | 538 540 539 | 535 541 388 || 536 546 384
3.5833 | 189 184 187 | 188 188 192 | 192 194 99 || 189 189 105
3.8333 | 41 44 36 42 43 38 40 46 16 40 45 17

Remark: * means the value of C, (2, 0), where c=C, (2, 0) *h- (0.25), h= 0,1, 2.

Table 3-2. Frequency of each estimator which is greater than ¢ under different distribution in 1000
experiments where C; = C; (3, 0).

u=3v=0 C, G, C, Cs
" ¢ N t ' | N ‘ ' | N t y:> | N t ¥*
10 1.1667 | 998 1000 1000 || 1000 1000 1000 | 998 1000 996 | 1000 1000 999
1.4167 | 907 947 956 | 931 972 975 || 905 944 862 || 925 969 896
1.6667°| 565 604 608 | 543 581 631 | 554 596 453 | 530 577 476
1.9167 | 192 209 217 || 195 203 198 | 191 218 157 | 182 202 145
2.1667 | 44 47 52 52 58 51 40 43 39 51 54 41
30 1.1667 | 991 998 996 | 997 1000 996 | 993 997 972 || 997 999 972
1.4167 || 883 909 914 || 889 924 913 | 891 920 739 | 902 929 749
1.6667°| 570 560 585 || 563 548 593 | 567 554 320 | 550 541 323
1.9167 || 192 209 219 | 196 205 217 [ 206 219 78 | 200 215 84
2.1667 | 39 45 40 41 48 46 39 43 13 43 45 12
90 1.1667 | 985 991 987 || 992 994 987 || 985 990 977 | 987 992 976
1.4167 | 877 865 875 | 876 866 877 | 857 875 643 | 862 874 645
1.6667°|| 527 546 527 | 512 538 533 | 528 528 155 | 522 529 155
1.9167 || 194 180 192 || 194 18 192 | 194 195 10 || 193 193 12
2.1667 | 37 36 33 35 42 34 27 34 0 31 33 0

Remark: * means the value of C, (3, 0), where c=C, (3, 0) £h- (0.25), h=10, 1, 2.
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Table 3-3. Frequency of each estimator which is greater than ¢ under different distribution in 1000
experiments where C; = C; (0, 3).
u=0v=3 C, C, C, Cs
n € N t xl N t xz N t xz N t x2
10 0.5851( 989 995 1000| 995 997 1000| 993 996 992 | 993 997 993
0.8351] 851 886 881 | 853 895 887 | 865 884 732 | 868 891 738
1.0851°| 499 513 493 | 493 508 490 | 503 518 285 | 499 513 283
1.3351 170 180 171 | 169 177 164 | 167 178 83 166 174 81
1.5851 | 29 40 45 30 42 47 45 38 19 45 38 19
30 0.5851 983 990 993 | 986 992 994 || 996 9890 982 | 997 989 982
0.8351 | 864 871 8359 | 863 875 862 | 883 878 645 | 886 880 643
1.08517| 521 523 497 | 518 520 495 || 519 522 162 | 518 519 163
1.3351 | 170 174 162 | 167 174 162 | 178 158 23 | 174 156 23
1.5851 | 34 35 39 35 36 41 45 41 4 46 41 4
o0 0.5851( 983 976 992 | 984 976 992 | 989 984 995 || 989 985 995
0.8351 | 856 847 846 | 856 848 847 | 848 857 578 | 849 857 577
1.0851° 520 499 503 || 518 497 501 | 514 501 41 || 513 501 42
1.3351 ) 178 151 165 | 178 151 162 | 168 162 0 167 162 1
1.5851 | 33 31 32 34 32 32 34 28 0 34 28 0

Remark: * means the value of C, (0, 3), where c=C, (0, 3) *h* (0.25), =10, 1, 2.

Table 3-4. Frequency of each estimator which is greater than ¢ under different distribution in 1000
experiments where C; = G (0, 4).
u=0v=4 C, C, C, Cs
n ¢ N t xz N t Vil N t xz N t x2
10 0.5960 | 995 998 1000 997 999 1000| 995 998 996 | 995 998 997
0.8460 | 860 899 888 | 863 907 897 | 875 897 738 | 876 900 745
1.0960° | 498 511 492 | 493 506 490 | 498 514 285 | 496 512 283
1.3460 | 172 181 168 | 170 179 163 | 169 178 84 | 166 174 84
1.5960 | 31 45 48 32 47 48 48 39 20 48 39 21
30 0.5960 [ 986 992 994 | 987 992 994 | 997 989 983 || 997 989 983
0.8460 | 866 875 863 | 866 877 864 | 890 880 644 | 890 882 643
1.0960" || 520 525 496 | 515 522 496 | 519 521 163 || 518 518 164
1.3460 | 170 173 164 | 168 172 163 | 179 159 23 | 178 155 24
1.5960 | 36 38 41 37 39 41 47 42 4 47 43 4
90 0.5960 | 984 976 992 | 985 977 992 | 991 987 995 | 991 989 995
0.8460 | 858 851 849 | 858 851 850 | 851 857 578 | 852 858 576
1.0960" | 518 499 503 | 515 499 501 | 513 502 42 | 513 500 42
1.3460 | 177 153 165 | 177 152 164 | 170 167 1 170 166 1
1.5960 | 34 33 33 36 33 33 35 28 0 35 28 0
Remark: * means the value of C, (0, 4), where c=C, (0, 4) th* (0.25), h=0, 1, 2.
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Table 3-5. Frequency of each estim?tor which is greater than ¢ under different distribution in 1000
experiments where C; = C; (1, 2).
u=1v=2 C, C, Ci 5
n 4 N t x| N t I N ¢t ¥ | N t x’
10 0.5892 ] 988 995 999 | 995 997 1000 993 996 991 | 993 997 992
0.8392 | 851 884 880 (| 855 895 884 | 862 883 732 | 868 894 738
1.08927| 503 518 497 | 491 504 486 | 503 519 288 | 499 517 285
1.3392 ) 172 178 171 || 169 176 167 | 166 180 80 | 161 175 81
1.5892 | 28 39 47 32 40 47 45 38 19 41 39 19
30 0.5892) 983 9883 993 | 986 992 993 || 996 989 982 | 996 989 982
0.8392 | 860 870 859 | 860 873 860 | 884 879 643 | 886 883 644
1.0892°| 519 525 499 | 518 521 493 | 518 522 164 | 516 517 162
1.3392 | 168 172 161 | 165 171 160 || 178 161 21 | 177 160 22
1.5892 | 31 35 39 32 36 41 44 41 3 45 43 -
90 0.5892 | 983 975 990 || 984 976 992 | 989 983 995 | 989 983 995
0.8392 || 855 850 846 | 858 851 846 || 846 855 577 | 848 858 576
1.08927| 518 502 506 | 516 501 501 | 515 500 39 || 514 498 40
1.3392 | 179 155 163 | 179 155 163 | 170 163 170 163 0
1.5892 | 32 32 30 | 36 32 31 33 28 34 28 0

Remark® * means the value of C, (1, 2), wherec¢=C, (1, 2) +h- (0.25), h=0, 1, 2.

Table 3-6. Estimated indices which thne frequency of underestimation is larger than the frequency of
overestimation where C; =C; (u, v) .
(a)
c, (2, 0) n 10 30 50
k
N 1 C,, C; '8
0.5 | s C;
t 1 Es Oy Cu C;
05 C], C“ C5 Cls Cz; C41 CS
X2 1 G Cu Gy Ciy Cs
0.5 [ Gy, E5 Cuy Cs Cy Cs
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W 2
(b)
C, (3, 0) 7 10 30 50
k
N 1 C,, Cs Cs C,, Cs
0.5 C,, Cs
t 1 Cs, Cs Cy Cy Cs C,
0.5 Cz, Cq, C5 cl.1 CZ’ C4! CS Cl’ CZ
xZ 1 C-H CS Cd! CS C4v cs
0-5 Cl, Cd! C5 C41 CS C4v CS
(e)
&, s 5 n 10 30 50
k
N ]. Cz; Czs C.n CS Ch C5 Cl’ CZ
0.5 C,
t 1 Cn Cza Cu Cs Cz Cn C,
0.5 | C, Ci, C, Cs
x2 I Clv C21 C4! CS ) CZ' CM CS E) CZ’ C4! CS
05 CH Cz’ C4! CS C4, Cj C,,, CS
(d)
C, (0, 4) n 10 30 50
k
N 1 €y, Gy Cyy G » Ci Gy, G Ci, G
0.5 C3 CZ
i 1 CI’ Cz, C4! C5 Cg; Cs C]9 Cz; Cda CS
0,5 C|; Cz, C41 C5 CI, C25 ctts CS
¥ 1 {C, C, Gy, Cs Cis Cui Cuy €5 Cis. Coy Cus Cs
05 CI! CZ’ C47 CS C4! CS Cd’ CS
(e)
C, (0, 3) n 10 30 50
k
N 1 C!s C!! CM CS CM CS CI! Cz
0.5 | C,
t 1 C2! Cd! Cﬁ C‘.‘s CS Cls C2
0.5 | €5 Ci, Cs Cs
x3 ]. Cly CQ, C4, Cs [} Czy C49 Cj 3 CZ! cﬂi CS
05 C!! C21 C4, CS Cd- Ci C4v CS
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The probability that C; (0, 3) -C, (0, 3) liein [ = k- 6¢ (0,3, k*6¢ (0.3 ] for n =30

Table 3-7.

i

i

G (0, 3).

where C;
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Table 38. The probability that C; (0, 4) -C, (0, 4) liein [ — k- 6¢ 0.4y, k *6¢ (0.4)] for n =30

él' (0s 4)'

where C;

Cs

X

G,

1)0.696 0.702 0.699]0.698 0.705 0.701(0.711 0.721 0.621[0.712 0.727 0.619

2)/0.950 0.954 0.953(0.950 0.953 0.953(0.950 0.947 0.979(0.950 0.946 0.979

30.994 0.992 0.993]0.993 0.989 0.993[/0.994 0.993 1.000[0.993 0.993 1.000

110.700 0.715 0.706(0.707 0.725 0.717]/0.734 0.739 0.617[/0.741 0.746 0.616
2]10.955 0.953 0.955(0.955 0.953 0.957[0.947 0.950 0.986[0.946 0.951 0.989

3]0.990 0.988 0.994]0.989 0.987 0.992/0.990 0.990 0.998/0.988 0.988 0.998

110.703 0.725 0.6840.730 0.755 0.700[[0.731 0.740 0.603[0.749 0.761 0.609

210.954 0.947 0.959(0.956 0.949 0.956]/0.940 0.949 0.992(0.942 0.950 0.993
3/0.990 0.991 0.995]0.986 0.986 0.993]0.989 0.989 0.999(/0.983 0.986 0.997

10.686 0.707 0.680]0.720 0.741 0.694[0.702 0.715 0.596[/0.731 0.738 0.595

2]10.958 0.951 0.9620.954 0.950 0.958(0.949 0.951 0.993{0.944 0.952 0.992
3]0.994 0.993 0.996|0.989 0.988 0.993[0.995 0.990 1.000/[0.989 0.986 0.999

110.693 0.688 0.688(0.699 0.711 0.690]0.686 0.696 0.603[0.699 0.707 0.597
210.959 0.959 0.961}0.959 0.953 0.9640.959 0.958 0.9940.956 0.954 0.994

3]0.998 0.994 0.998[0.993 0.989 0.998[0.998 0.992 1.000(0.995 0.992 1.000

1/0.681 0.683 0.672{0.676 0.691 0.6740.686 0.690 0.619[0.684 0.691 0.617

3[0.997 0.996 0.997]0.997 0.993 0.997]0.997 0.996 1.000/0.998 0.995 1.000

M

1

42

2

42

3

42.5

4

42.5

5

43

210.954 0.956 0.963]0.958 0.959 0.966(0.951 0.953 0.987[0.957 0.949 0.987

6

44
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Table 39. The probability that C; (1, 2) -C, (1, 2) liein [ - k "6¢a.2, kro¢a,n] for n =30
where C,‘=é,' (1, 2).

o C, C, Cs

t ¥ N t ¥ N ¢ X

.698 0.698(0.695 0.702 0.700(0.706 0.718 0.622

9

9

u=1 v=2
7 G

Z

3

.70

41.5 1 53 0.954]/0.954 0.956 0.952{0.952 0.948 0.979

Lh = O

93
.99
.731

K
1

2

3 994 0.9940.995 0.991 0.994]0.996 0.994 1.000
1 0.715 0.693(0.702 0.722 0.707(0.726 0.726 0.618
2/0.955 0.952 0.957]0.955 0.953 0.958]0.950 0.946 0.9820. 947

3]0.994 0.991 0.995]0.991 0.988 0.99310.994 0.992 0.999|0.988

1]/0.689 0.704 0.680)0.714 0.733 0.6890.715 0.722 0.608(0.737 0.736 0.613
2]/0.950 0.951 0.960(0.957 0.949 0.959(0.945 0.953 0.986((0.943 0.953 0.989
3]0.995 0.994 0.997]/0.989 0.987 0.993]0.995 0.993 0.999(0.989 0.990 0.999
1
2
3
1
2
3
1
2
3

OODO
“-IND\D

41.5 2

42 3

0.686 0.690 0.688/0.711 0.725 0.698(0.686 0.706 0.613]0.710 0.731 0.613
0.958 0.954 0.954/0.956 0.949 0.959/0.953 0.953 0.988(0.948 0.952 0.989
0.996 0.992 0.997]0.991 0.988 0.9940.997 0.992 1.000]0.990 0.987 1.000
0.689 0.691 0.679]0.706 0.706 0.6890.688 0.699 0.609(0.697 0.708 0.610
0.953 0.957 0.956(0.960 0.957 0.95910.959 0.955 0.984]/0.954 0.951 0.988
0.998 0.992 0.996(0.993 0.988 0.997]0.998 0.993 1.000]0.996 0.992 1.000
0.688 0.686 0.676(0.679 0.698 0.673|0.690 0.693 0.630(0.684 0.698 0.630
0.954 0.957 0.958//0.958 0.955 0.957]0.952 0.953 0.976(0.955 0.948 0.973
0.997 0.996 0.997]0.997 0.993 0.997]0.997 0.994 1.000]/0.998 0.993 1.000

42.5 4

44 6

Table 3-10. The probability that C; (2, 0) “Cp (2, 0) liein [ -k "6c 2.0, k 'Uc‘j(z,o)] for n =30
where C;=C; (2, 0).

wu=2 v=0 C, C,

7 g K N t Y N t y’
1| 0.701 0.728 0.69%4 0.704 0.731 0.707

40 1 2 0.954 0.941 0.954 0.956 0.950 0.951
31 0.994 0.993 0.993 0.993 0.988 0.989
1| 0.694 0.720 0.693 0.701 0.719 0.704

40 2 2| 0.955 0.949 0.954 0.953 0.949 0.957
3| 0.995 0.990 0.994 0.993 0.988 0.989
1| 0.691 0.700 0.695 0.693 0.719 0.696

40 3 21 0.952 0.953 0.956 0.956 0.952 0.950
3] 0.996 0.992 0.994 0.994 0.988 0.994

u=2 =0 i BE
| g k N 3 ¥ N t X

1| 0.711 0.729 0.685 0.713 0.726 0.707

40 1 21 0.956 0.944 0.954 0.955 0.948 0.957
31 0.994 0.992 0.995 0.994 0.987 0.991
1] 0.696 0.722 0.695 0.704 0.726 0.687

40 2 21 0.948 0.949 0.955 0.953 0.949 0.954
3] 0.996 0.989 0.998 0.994 0.986 0.99%
1| 0.685 0.701 0.661 0.702 0.714 0.665

40 3 21 0.954 0.954 0.959 0.954 0.954 0.960
3 0.999 0.991 0.999 (.996 0.987 0.999
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Table 3-11. The probability that C; (3, 0) -C, (3, 0) lie in [ — k "0¢ G0, k ~6¢.,0) for n =30
where C;=C; (3, 0).

u=2 v=0 C, C,
7 g k N ¢ ¥’ N 3 v’
1) 0.691 0.700 0.695 0.693 0.719 0.696
40 1 21 0.952 0.953 0.956 0.956 0.952 0.950
3] 0.996 0.992 0.994 0.994 0.988 0.994
u=2 v=0 & ()
u g k N ¢ v’ N ¢ ¥’
1] 0.685 0.701 0.661 0.702 0.714 0.665
40 1 21 0.954 0.954 0.959 0.954 0.954 0.960
31 0.999 0.991 0.999 0.996 0.987 0.999

(IT) for n=10 (20) 50, study the frequency that the errors C,(u,v) — C,(u,v)
which porduced from five estimators lie in [ = % * 6¢(,..y5 0], [0, & * 6¢(,,.)] (see Table
3-6) and liein[— % * O¢(ums R * 0¢(u.w ) (see Table 3-7—3-11). The advantage of this
approach is that we can see if estimators underestimate or overestimate the true
indices. Also we can see the skewness of the distribution of estimators.

In this study, we concern only those processes with higher capability, i.e. when
C,(u,v) = 1. Proper values of the process mean u and process standard deviation ¢
for each index are given as following:

(I)C,(2,0): ¢ = 1(1)3, = 40}
(I)C,(3,0): 6 =1, 0 = 40;

() c¢,(0,3):
(Do =1, p =41.5(0.5) 44.5
(2)o =2, p =41.5(0.5) 44.5

23
yzi
(3)o =3, u=42(0.5) 44.5
(4) 6 = 4, o = 42 (0.5) 44.5
(5) & ==5; g = 42:5:00.5) 44.5
(6) 6 =6, p = 43.5 (0.5) 44.5;
(V) C,(0,4):

(De=1ipn=d200.54.3 Qio=2p=0545 [Fe=%:
g=425(0.504.5 We=4pg==503#3 ()le=5 p=43
(0.5)44.5 (6) o =6, & =44 (0.5) 44.5;
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(V) C,(1,2):
(1)o =1, p=41.5(0.5)44.5 (2)o =2, x=41.5(0.5)44.5 (o

=3, u=42 (0.5) 44.5 (4)o =4, u = 42.5(0.5) 44.5 (53)c =5, p =43
(0.5)44.5 (6) o =6, u = 44 (0.5) 44.5.

2. Simulation Results

One thing we can see from Table 3-3, 3-4, and 3-5 is that for (u,v) = (0,3),
(0,4) and (1,2), the number of C,(u ,v) which makes Cu,v) = C(u,v)is quite
different for small sample (i.e. n = 10 ) from that for large samples (i.e. n =30 ).
Same result holds for C4(u ,v). But such result is not shown in the case when (u,v)
= (2,0) and (3, 0). See Table 3-1 and 3-2.

For chi-square distribution, when we compare C,(u,v) with Co(u,v), and
compare C,(u ,v) with Cs(u,v), we see that use z = X and iz = m will lead to very
different result even when & are kept the same in those estimators. Especially, when
the value of n and ¢ are increased, the difference among those estimators become more
and more significant.

When we compare estimators under three different distributions, we found out
that the chances estimators C,(u,v) and Cs(u,v) greater than the true value of
correspoding indices under chi-square distribution are quite smaller than the chances
when under the other two symmetric distributions regardless the sample size. See
Table 3-3, 3-4 and 3-5. This result consists of the result gotten by Kotz and Johnson
(1993).

From Table 3-6 (¢) (d), when the sample is small (i.e. n = 10 ), all the
estimators underestimate the true value within one standard deviation. The
underestimation is within 0.5 standard deviation for chi-square distribution.

Based on the simulation under normal distribution and ¢ distribution, the number
that C,(u,v) — C,(u,v) and Cu,v)-C,(u,v)lyingin[~k - 1¢u.n»0]and [0,
* G¢ (.. ] are close to each other. And the number that C(u,v) — C,(u,v) and Cs(u,
v) — C,(u,v) lying in [k - aﬁl(,,_,,),()] and [0,k * G‘C’(ult,)] are similar too. i.e. For
symetric type distribution, use X and median to estimate z will lead to similar results.

But, for XZ distribution, use median to estimate g will underestimate the true value of
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indices.

Based on those parameters given in section 3.1, the probability that C,(u,v) —
C,(u,v)lyingin[— % * 660,01k * 6¢(.,u] for five indices C,(2,0), C,(3,0), C.L0,
3), C,(0,4) and C,(1,2) are listed in Table 3-7, 3-8, 3-9, 3-10, 3-11, respectively.
Due to the restriction of pages, we only list the results for sample size 30. The results
for other sample sizes can be gotten from the authors.

From table 3-7, 3-8, 3-9, 3-10 and 3-11, the simulation results under normality
coincide with the result derived by Vannman. For the other two distributions, since
the fourth moment z, of t-distribution and chi-square distribution exist, our simulation
results are reasonable compare with Chen's (1996) theoretical results for non-normal

processes.

Table 3-12.
(a) The frequency of C;(3, 0) - C,(3, 0) Hein [ =k *6¢ (3,00, 0] for n = 100 under chi-square
distributionwhere C; = C;(3, 0).

i s« € C, €, €
1| 330 328 494 507
40 1 2] 4 432 832 838
3| 449 447 857 862

(b) The frequency of C;(3, 0) = C,(3, 0) lie in [0, k COE 3,00 0] for n = 100 under chi-square
distributionwhere C; = C;(3, 0).

)7 o K Ci C; C, C;
1 368 368 136 129
40 1 2 513 512 143 138
3 548 550 143 138

Table 3-12 (a) (b) give us an idea how do the estimator perform under chi-square
distribution for n = 100. As we can see from the table, the frequency of C,(u ,v) and
C,(u,v) to lie in the upper 1, 2, 3 standard deviation of the true value are about the
same. But for C,(u,v) and Cs(u,v) the chance that estimators underestimate the

true value in all 1, 2, 3 standard deviation are quite different. And when we look at
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C,(u,v) and Cs(u,v), both estimators underestimate the true value of indices but in
two standard deviation. So in order to use these two estimators properly, we have to
do some transformation before studying the capability of processes.

Table 3-13 (a) (b) give us similar results. But it also looks like there is a tende-
ncy of overestimating the true value for C,(u ,v) and C,(u,v), but reverse results for
Cu,v)and Cs(u,v).

Table 3-13.
(a) The frequency of C;(2, 0) — C,(2, 0) liein [ -k "¢, 2,0) 0] for n = 100 under chi-square

distributionwhere C; = €;(2, 0).

” g K C, C, G Cs
1 346 353 417 427
40 1 2 449 456 604 614
3 461 468 635 639
1 336 340 454 450
40 ) 2 444 444 741 735
3 459 458 776 771
1 330 329 494 507
40 3 2 432 432 832 838
3 449 447 857 862

(b) The frequency of Ci(2, 0) —C, (2, 0)lie in [0, k "6 2.0 0] for n = 100 under chi-square
distributionwhere C; = C;(2, 0).

u o K C, C, C; Cs
1 346 338 270 265
40 1 2 503 496 347 342
3 537 527 364 360
1 359 357 187 190
40 2 2 503 504 222 227
3 538 539 223 228
1 368 368 136 129
40 3 2 513 512 143 138
3 548 550 143 138
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CONCLUSIONS AND SUGGESTIONS

The four basic process capability indices C,, C,, C,, and C,,, have been well
studied. This article concentrate on the differences among six estimators under three
distributions.

From the simulation, we found that all estimators for indices C,(2,0), C,(3,0),
C,(0,3), C,(0,4) and C,(1,2) which derived by setting & = R perform poorly. For
chi-square distribution, estimators derived by setting i+ = median always underestima-
te the true value of the corresponding indes.

For symmetric type distributions, C,(u,v), C,(u,v), C,(x,v) and Cs(u,v)
have about the same effect. For asymmetric distributions, C,(«,v) and Cy(u,v) lead
to better results. Therefore, we suggest that if we don’t know the true distribution for
a process, use X to estimatae p#, and use S, or S,_; to estimate o. But if the true

distribution is known to be symmetric, then use median to estimate z will give similar

good results.
Another way to deal with asymmetric distributions is do some transformation on

the measurement before study the process capability of such process.
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MEER, MEREDEH, RORBAMELNERS [11-14],

2. 4188 (Twist) JEHERTDUNGIEITHAME (7. 8. 15, 16], EEMFNEMRERE
HRE, FEXMTERZ, Wi, MEEENESTHIEERERR [17], F%
HAIRTE o

3 18 i —REASTRRUHER B RIR AL [18-20], MMEEXCHLLERRISUE, BUST 5.
4 FIRARAERE T [21-23], (ERERELRVEITSIAL T HAEER.

SAMERAK [24] LAEBOCHARIIES), RIELIE.

DL EEES AEHE—ERER, BEEEERS, FERNBELETHNESE
£, HERBIERR, FMELSRRE AT,

SRR HRENERR, N, ARG FEREBOFR, DEA%N
b, i EE SRR, RERNEIRT IR L IERERELIE RS,
It— A R Ren B Robert [25] B9HERS, AR BERLCLRERAN
i, BEC(EE, SRR SEREEARETHE,

ARITRSE S, UM REAKERERNE . BOCHIIETT, ERFEHR
SHETEE ERMUNE, MOUBRNIRAIM EE ST BRI R e dE K EIraiE. EE
12 A B — (B R R AIIR G, TEETHNTMREER A SRR,
T ZEE . BHOSRERZTE, LUSHERR RN EREERET.

=, AR RIRE T

1. ERIEHE
FEHBRAERT, MEERIRE @el, EEAETRRE

$=[VH.dL (1)

EERRER I BRRIE, X VR Verdet BB, EERBXITEAR L, B
(IRpETE TEMERNRRTREEA, EXER, BREE, RMHEERR.
FESRY AREY) Verdet BB H (B 4.68 X 10° rad/A, BER L EFERE/NER, BE
ERSERUER SR, MBS 7R N RN, B, BEFZEE,
FIAZEER (1) AL
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4 = VSEH.dL — VNN/I 2)
R I BER.

2. BIFSRBISOREUE

(EEITEHLEIT R B DRSS B E R, HUABSTGHE, MAFOT
I, 0, B, BEZE, R EERES. THRERFELE, RH
ST 5T T RE MG

PR S AT S A RS, BHRIRUAUERT AT &S [6]

A —-B

Eout= { § :]Ein (3)
B A

i Ein & Eout 43 BBk A KBk H R Jones M E, B (x) FRAFTHEEL A

K. B BitEITET s Rk hIEEEE ¢ HIRARE

A = cos(a/2) + i cos x sin(a/2)
B = sin x sin(a/2)
a = (4552_*_ 62)1,’2

tan x = 2¢/6 (4)
BT, BRASFRELR
Ein = H (5)
o)
fE8 R Ein B 45° N RIS £
Eout = E, + E, (6)

E, = (W2/2)E,(A - B)
E,= (V2/2)E,(A + B) (7)

Ii=lEF=Q/2)Ef 1 A =B
I,=1E,1>?=(1/2)E; | A+ B |’ (8)
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s=%{% (9)

S = (2¢/a)sin a (10)
o> 26 B

S = (2¢/8)sin & (11)

EFEENIEBUERIEL, BEREITMRR, EEIMFHEI ~ WERRE (0 &4)
FF, B3/, THEBENENE, BRTERZEERRBEE,

3. FHSRMBHRE

NIEIRIRE SR, UHE (4) X, DHEREITE KL F B LY 55 H e R
2, JREN, BEARENXSENTS REN BREEEE, BomTEs, RIFELE
iES, MERERTE 3) &k (4) WEERRK [24], AT ARSEBEEER L—
[EIRE

P SR 2N B, SRR e RE 1, 3, 5 2N -1)E., T
AR 2R, ESRISHAEPIISEEZS N BOUEN+LE, MEPLETE
s, &

_[exp (i6/4N 0 [a —bJ

M= 0 exp (—;:'3/41\J'))J b a’ el

a=cos (a’ /2) +1icos x’sin (a’/2)

b=sin x’ sin (a'/2)

= [ (2¢/N)*+ ($/2N)*]"”

tanz’ =4¢/68 (13)
M B—BIHYZERT Jones 458, $LHIR
Eout = M"Ein (14)

FIE BT Jones M E R LIETEESR Sy o LIBLAIABUE ¢ = 0.1rad, 6 = 1rad, RA
aTH, ERIME—, EN = 108, EREER1.4%, EWEZ. £ERP GR
TE), HER 11 B, BREEFEILBEREN - EEiE. BB BENEE S
BEE 5 R ER 1/20, IHELRGTESIERREEZS1.2%, B LRSS s
RERIFRE S, REENEIE,
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*— BESHRHSHEME, ¢=0.1rad 6 =1rad, $ =0.1671,

N S (AS/S) x 100%
1 0.1438 13.9
2 0.1559 6.9
5 0.1625 2.7
10 0.1648 1.4
20 0.1659 0.7

4. SEISHVREH

BTSRRI S EEs, SESARERGR, 'R HMENTHR
ST, BIRRHEE SIS o, , EEIBHIAR 0 TAMES, EEEiTH
&, BIEEAVETHE [27]

8 = (824 8.2 =288, cosf)"”? (15)
e =00
8 =168-06 | (16)

i R H |] LAS BN [E] A A S HiE
ST 5, & 8, FF, (B BIB S, K S,,

S, = (2¢/a,)sina; (17)
a, = (4a* + 81)"%,i = 1,2 (18)
SR A = 5, 0, BN, HIE (2. 17) RALAREL 6,0, ¢, E A0

-ST? = (248 /a)cosa — (288/a’)sina (19)
FARAEAEREREE S REEKSB 0S/00 , MRS o B ERLE e id

$ o

AR B H B rh M R ST ST 50 « WRBAS, S—E, ¥ oIt a/21
HBERE, BA S BIEE, FHAE, HaS/06 ~0, HERER, hEMEZKMEH
AR o
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=. B B

1. WhalkE

EERRMAE 1, YRHERFEE 632.8nm IS AES, B 5mW MRS, B
REAFERIRELL (< 107°) , £ Glan-Thompson fRiERSE, {RIE A MBI FH4HEF
=l

W1 WERGE, FRANL, HARUBSANBLBRGEFHAR, EREUNKE, 8F
mPBE,

BYCR{EREITATE RO, 0 BBIKAIITETZE S RIS 1.4627 B 1.4587, B
SRR 5 B 125um, BUEFLELO0.11, BEER0.7m B, £ 116,
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FEES BRIt s, MEEERAEMRYSE, BT RELEIEIE
FLE, EH 10X I8,

B LEEE PIN-60 FY Y " #5f% (United Detector Technology, ZU%t S380), HM
@y, 7 LARIRSHIE Wollaston MRERFAT S HAY . R IEE488 FiHE, Ef#
B IS BRI R AR

RARHE B 0-18A WERER, S8 123 E, ESH 2m.

2. HEASER

EaBREEHELCEIKNVERSTE, RPBERFERRERATR, &H
Wollaston #E#tafR, &HEDEDBARIER, RIREEEEH— (RERH) =
& BOEOIEESS, REEAR, UEEGTIE, RaES0EMHEEEERE
Eat

B EERGROEITARE, ASHRIRE SR E T, RSO REER
R, FEAEAEHSDCBEARRR, G IS R ES T ERTE
B

FEEITSIA T R LVNETFIRE R Y L, R EB RS, UEENE, &
WRGR TS, EEREEAE 2, BRRIREHTSEE IR NER (13] ATTREA
HISERAGR, FEETRERMHE (Jacket) WHMME, MAZHNNSBIIETA, B
TEESEIER

HIREREEN F RS AR, LEASDURREFAR ST LHMATLR, BE
FENTAEIESS, MifEHE Wollaston B8, ER2MRE"FOLRIREEASHRIRER 45°,
M INEREE, ERHERNERERS, RERSRE. HE—ER, ETH
BHTHBERAEY, BA (17) REHEERERE R ERS.

3. BRER

FEEEEEENEST, ASNENRESREAGUE 3, BHABETEH
(11) REBEALL, SMEE BRE HERs Rt (82), #RA (17) Rt
o, BEEINE IR S el R ST E 4. B S kR 2, UBR/NFHERS
(least square fit) AIERMEAELE

¢ =0.3781 £0.1 (20)
8§ =13310.9 (21)
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1329 fo—o——b—p—v—t a2 a_
100’ ~
o I -
0 10 20
I (A)
5 SESRBEAGMEK. SHFLHREME 1337
RZ ZEHNEREBARBAORRE
I(A) ¢ (deg) & (deg)
1 0.384 132.58
3 0.842 132.83
4 1.534 133.43
6 2.450 131.66
8 3.188 131.96
10 3.799 133.98
12 4.861 131.65
14 5.312 134.02
16 6.052 134.20
18 6.776 134.41
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Hhd Bo WEMSE, | WEUBZHE, ARXWRESEERE (standard
deviation) o H (20) HHEER Verdet H R

V =2.79 x 10'deg/A
= 4.88 x 10 °rad/A (22)

R [9, 16] HHEI2E{H 4.68 % 10 ‘rad/A tHE BT,

EEITAHET IS AR, KEAERERE, B (17) X&HHE. MES
LB bR LD + () 0lmm, FHER £ 1.5 BIAEAIERE; STEMNEITTEERER
0.9°, BAMER 1.5 %R RMERAEREMRR, BERRBERHI RS
BT EREHEE S

AR e I e (6 > ¢) , BEERZEBUN (0.67%), TEFFHIER
EAHE , ABEIEREREE, LLISABHEM, ¢ RRER 1.47%, HR sJ|ENT
= WA E, SIREES T, BIBEREKER T AT, [EEER R RO
ERIEE, ESEREERS.

m. #& .

%M A AT AR, AENBRENERH N ENE, ERF0
Verdet H B 4.88 % 10 *rad/A, EXETHEMEEREEL, ERBIBHER, Qs
WEEE, EEREE 0.9°, hhiPkEEAREFAPRERG, REROT,
1 0.26A 5% 350 ZEEE .

FiT R 75 2 LA 8 (5 S Mk o7 AR L R T B B IR R R X, BRI E AR — iR e
TSGR A A AR T S I iR AT S A E , LBEZERE IS Bt (1] BRI, 5—
TS SRS TR E RS, SLRE R 2 N 2 EMES T EERATAA
HEEE, HMES, HREEE, BORIEE, SeXBRRNETs, BRA
By 5 T2 SRR, BRI RE T RERES [ERIRE,

SRR R B R S R R ST S FE 2, BRPILAETRIARG TG ZAHE
m. VI ERS, RMABREMERSLTNNAR, AREBHERT, BE
& FikbEH B ERERSUERRERENZNER, ERARNWERFAILEATEE
gy A, DHEERIEBEREFRAHIE,
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A New Method for Simultaneous Measurement
of Faraday Rotation and Linear Birefringence
in Optical Fibers

KUNG-CHOE WANG, CHENG-NAN TSAI, TON KO, AND KUNGCHI SHAO
Graduate Institute of Physics
Fu-Jen University
Taipei , Taiwan 242, R.O.C.

ABSTRACT

A new method for measurement of Faraday rotation and linear birefringence in an
optical fiber system was described. The birefringence of the system was changed by
applying pressure on the fiber. A light beam passing through the fiber changes its state
of polarization. The change contains information on the optical properties of the fiber.
Mearsurements were performed both before and after the pressure was applied. The
two sets of data were then used to calculate the birefringence and Faraday rotation. In
current sensing, the method will not be limited by the birefringence effect. The
influence of some environmental factors, which change the birefringence, is reduced.
Experimental results showed that Faraday rotatation was approximately linear with
respect to the electric current. The Verdet constant derived was 4.88 ¥ 10 ‘rad/A. On
the other hand, the birefringence was nearly constant. The measured value was 133 =
0.9". The results confirmed that the method was efficient and reliable for measurement

of Faraday rotation and the birefringence.

Key Words: Faraday effect, birefringence, optical fiber.
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Interval Picard-like Iteration Methods for Digital MOS
Circuit Analysis

YING-WEN BAI
Department of Electronic Engineering
Fu-Jen University
Taipei, Taiwan 242, R.O.C.

ABSTRACT

Interval methods are a class of bounding approaches for providing
interval solutions to systems of ordinary differential equations with
uncertainty. VLSI circuits can be modeled and represented by systems
of ordinary differential equations, and interval methods can be used to
analyze them. These bounds are especially useful in providing circuit
designers with worst case analysis. In the past, it has been shown
that bounding is feasible for digital MOS circuits, due to their special
properties, and that bounds for entire systems can be built from
bounds for simple logic subcircuits. Only preliminary work has been
done on bounds for typical MOS logic blocks, though. In this
investigation, we explore more powerful interval approaches which
can be used to analyze MOS subcircuits, thus helping to enable
eventual implementation of a full bounding simulator. To improve the
efficiency of obtaining interval solutions for subcircuits governed by
general ODEs, the speeds of convergence of two approaches of

interval Picard-like iteration method are compared.

Key Words: Interval Methods, Circuit Analysis, Restoring
Property, Wrapping Effect, Contractive Mapping.

INTRODUCTION

Interval methods can be used to obtain an interval solution for analyzing digital
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MOS circuits involving a bounded uncertainty. For instance, due to deviations in the
fabrication processes, different chips may have different parameters. The range of
parameters makes verification of the circuit operation difficult by traditional methods.
One way to solve this problem is to apply interval methods to analyze the circuits, i.
e., to consider the methods that can simultaneously handle entire sets of waveform
intervals"?.

Interval iteration methods can be used to refine the interval solutions of ordinary
differential equations. For the system of ODEs of a digital MOS circuit, under certain
conditions, we apply interval iteration operators to previous interval solutions to
generate new interval solutions. If the width of the new interval solutions less than the
one of the previous interval solutions, then this iteration mapping is called contractive
mapping. Usually, the more iterations we perform, the more CPU time we spend in
refining the interval solutions. This relationship leads us to a trade-off between the
CPU time and the accuracy of the solutions™?.

Many general interval iteration methods for ODEs have been derived in recent
years”®”. Their performance is highly problematical and each method must face the
wrapping effect™ , which is a tendency of the widths of the interval solutions to
grow more rapidly than the widths of the optimal interval solution. Fortunately,
digital MOS circuits have a signal restoring property whereby the wrapping effect can
be reset numerically in the simulation. Besides, the monotonic property of digital MOS
circuits makes them amenable to interval analysis. In the next section, we show the
Picard-like interval operators which can be used in interval circuit analysis. In the third
section, we show the way to obtain the behavior bound on digital MOS clusters. In the
fourth section, we compare two possible approaches for analyzing each cluster. In

section 5, we conclude with a general discussion of the topic of this paper.
INTERVAL ITERATION METHODS

Almost all interval iteration methods for solving ODEs have a few common
characterisitics. First, theoretically, most of them allow us to compute the width of
the interval solutions so as to approach the optimal interval solutions, which are limited

by the uncertainty of the system and precision of floating point data. For example, the
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time window size can be made very small in order to achieve a high accuracy. Second,
all these methods provide users with a trade-off between the width of the interval
solutions and computation efficiency. This trade-off can come from the size of the time
window, higher order derivatives, or the number of iterations. Third, all these
methods face the wrapping effect, which can produce an unwanted explosion of the
computed error bounds™*'".
For ODES v'(¢) = f(z,v(2)),
t€ [0, 8] =BCReal, v (0) =c€CCI (R™) (Eq.1)
I (R”) is a m dimensional interval real vector.

To obtain interval solution, we make an interval integration on both sides of
(Eq.1) and then generate an interval iteration equation (Eq.2). In this equation, C
represent the initial conditions. If F is inclusion monotonic, then the following
operator P is inclusion monotonic in the interval iteration equation, because the interval
integration can be a monotonic operation.

P(V(1)) = Cla, V() + [ F(s,V(s))ds (Eq.2)

a

Where
v(t) € V(e),f(t,v(t)) € F(¢t,V(1)).

2(0)* initial condition, v(¢) can be node voltages.
The operator P is an interval operation in which P: V* — V**V The operator p

)

is a real valued operator in which p: v* — v“"". Definition 1 and definition 2 define

a class of the real valued operator p and interval operator P , which will be used in
theorem 1.
Definition 1.
P is and interval majorant of p if p(y) € P(Y)fory € Y.
Definition 2.
An interval operator P is inclusion monotonic if X & Y implied P(X) S P(Y).
Theorem 1.
If P is an inclusion monotonoc interval majorant of p , and if P ( V< v, then
the sequence defined by V*'" = P(V*), k=o0,1, 2, -
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has the following properties:
1) v v*, & =0,1,2
(2) for every a=<<t=<b, the limit
V(1) =Qv* ()
exist as an interval V (z) SV® (¢), k=0, 1, 2, =
(3) any solution of ODE, which is in Vs also in V¥ for all k and in V as well; that

is, if v(z) € V¥(¢) for all a<t<b.
(4) if there is a real ¢, such that 0=<¢=<{1, for which X & V@ implies

sup W (P(X(2))<C -sup(W(X(z)), a<t<b,c€C

then the ODE. has the unique solution V (t) in V” given by (Eq.1), where sup
is an abbreviation “supermum”. Hence, the operator sup applies to the width to find

the maximum width.

Traditionally, the interval Picard iteration method has been used as a proof of the
existence of interval solutions of ODEs. The proof is presented in references®'?.
although interval Picard iteration has a slow convergence speed, it can be a stable
interval iteration operator. To have a higher rate of convergence, we can use a tighter
contractive mapping operator; an interval Newton iteration operator. In this operator,
more computations are needed to compute the second order derivative, but they can
shrink the width of the interval solutions faster than the first order operator™'”.

Besides developing high order interval iteration methods, we add a modification to
the interval Picard iteration method. For each time point, once a contractive mapping
operator is obtained, we can guess a narrower interval solution and then test if the
mapping is contractive. This trial-and -error method can save some computation before

the non-contractive mapping appears.
COMPUTING BOUNDS ON DIGITAL CLUSTERS

In this section we consider interval iteration methods to obtain the bounds on the
responses of digital MOS logic blocks or clusters with interval input signals. An
example of such a cluster is pictured in Fig. 1, along with its corresponding ODEs.

Each node in this circuit has paths to ground and power supply and signals that are
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alternately enabled to couse internal nodes to settle after each transition to one of the
extreme voltages. The input in Fig. 1 is a ramp with a finite slope.

Basic observation shows that the voltages of the output nodes will approach a
steady state gradually if there is a steady input. In addition, even if the input voltage is
in a high steady interval, [4.5V, 5V], the output voltage will approach ground,
because in that case the pull-down transistor will discharge all charge in C, and C,,
eventually. This relationship between input and output will push the upper and lower
bound of the output to ground, if the input is held in the high state. In other words,
the restoring property can reduce the width, i.e., the uncertainty, of the interval

solution, in this restoring period.

1 R %Zfl (I, Vys Tias TVas 'U4)

V3 Y4 1 .
——'_/\/\/\/_"“ _E("_UJRm) (Eq.3a)

duv
= —t— 41=f (I, Uys Uzy Uay 'U«x)
UCD T “ T ° dtl |

U3 ™ Uy

ZE(T) (Eq.3b)
7 ST <

Fig. 1. Typical digital MOS cluster circuit

From Fig. 1, the circuit can be treated as an initial value problem in a first order
system of ODEs as shown (Eq.1).

A common method, the interval Picard method, can be used to obtain the interval
solution of (Eq.1). The definition and theorem of the interval Picard method can be

™ In this method there is an interval operator which includes

seen in reference™
interval integration and interval arithmetic operations to provide interval mapping.

In addition, the interval Picard-like method will be used in this paper to obtain the
interval solutions of (Eq.1). the definition and theorem of the interval Picard-like
method can be seen in reference™. In this method, besides interval integration and
interval arithmetic operations, we need to compute the first order interval derivatives

which can represent the first order characteristic of the ODEs.
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Because of the differentiability of function F in (Eq.1), we can obtain an interval
Picard-like iteration method to solve (Eq.1). The integrand of (Eq.4) is derived from
the Taylor expansion of function F with respect to the middle solutions of the interval
solutions®'? .

t

Verilg) = {C +jf(5,midd[e(v"(s)) + F (s)(V'(s) - middle(V"(s)))ds} N v'(t)

0

Whise [a%kﬁ,(r,v)] E€F, (1), YtEB, vEV (Eq.4)

dk=101)m

middle (V" (s)) = [V, (s) - V5, (s)] /2

Our purpose is to obtain a contractive mapping which can refine the interval
solutions by the iteration of (Eq.4). In other words, we will show W(V"") <
W (V") under certain conditions, W representing the width of the interval solution and
n the iteration index.

We must first define the maximum width of interval vectors.

W, (X)sup(e ™ W(X(z))),t €B

=sup(e “"max W(X,)), 1<k m,t €B

Esup(e'w’max(ik(t) - X)), 1<k m,t €B
Applying these difinitions to (Eq.4), we get:
W, (V"' () = Sup[e_m'{W(c) +j W, (F(s)(V" - middle(V")))dS}:I (Egq.5)
Simplifying the above equation, we obtain
n+1 K] n
W, (V1)) = max| W(C), 0w, (v(e)) ],
K =m- max{maX[KW (F|,dk(f) + |F1.dk(t)| )jl} (EQ-6)

tEB d k= m

From (Eq.6), if K, <<cc, then W,, (V""" (1)) <W, (V" (t)), which means
a tighter bound can be obtained by the interval Picard-like iteration method.

In the interval Picard-like iteration, for each finite time window, we integrate the
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middle value of the solutions slope, and add the deviation of the slope over the whole
waveform interval. If we choose a good initial interval solution for the time window
size, we can obtain a contractive mapping in the integration over this time window.
the existence of the contractive mapping also guarantees that the exact solution lies
within the interval solution. In addition, the operation of the intersection in (Eq.4)

will guarantee that the iteration never produces looser bounds than the bounds before

. . (8,12)
1teration ;

In Fig. 1, if the input is held in the high state, Vi and V| ! approach ground
level, and V3, and V3, will be decreased also when the pulldown current is larger than
the pullup current. In other words, the width of the interval solutions can be reduced
in this period.

If the length of the restoring period is so short that the uncertainty can not be
reduced to the amount of the threshold value of logic level, then the uncertainty will
grow at the next stage until it reaches the range of the full power supply. If this
occurs, the interval methods can only give us a loose bound, since the restoring period
is so short that it can not remove the uncertainly generated during the switching
period.

(Eq.7) is an interval iteration equation for the circuit in Fig. 1.
ofi  ofy
|:V’;”}_ { ]Jrj[f;(s mzdd[e(V,,,))] du; Q. [V'S— middle(V;)]ds [V’J'
€

v fols,middle(V,)) 3f: of: | LV — middle(V.,) Vi
8'03 8'04

v 2 - ()25 4)].8% = (]

R
2 - g o 25 3]
30, INT RC, ,and iy INT RC (Eq.7)

For the general case, the partial derivative terms in (Eq.7) are intervals if the
values of the components are intervals. The computation of (Eq.7) is a combination of
an interval matrix multiplication and an interval matrix addition.

To solve the interval iteration equations, we treat the upper and lower bounds

separately. We must avoid a situation whereby we are computing an upper bound on

[ |
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the voltage derivative by assuming that the node voltage is at its lower bound and vice-

versa, or the distance between the bounds will always grow.

COMPARISONS BETWEEN TWO APPROACHES OF
SOLVING ODES

There are many ways to compare convergence speed for different interval methods
used to analyze digital MOS circuits. first, for each time step size, one can look at the
convergence speed for each iteration. Second, for each time window, one can examine
the convergence speed for each relaxation. Third, for the different partition of the
circuits, one can observe the convergence speed for each iteration and relaxation®' .

In this section, two approaches of interval Picard-like iteration method will be
compared. The first approach was discussed in the previous section, involving an MOS
gate with an RC load. The second approach considers the two parts of the circuit, the
MOS gate and the RC load separately.

The interval iteration equations are shown in (Eq.8) and (Eq.9), which are
slightly different from (Eq.7) in approach 1. In approach 2, we obtain the new
interval solution for each node voltage by (Eq.8) and (Eq.9) and use the latest
intervals as the input to the next integration equation. The relaxation in approach 2

solves the circuit equation for node 3 to node 4 back and forward, and the relaxation in

approach 1 calculated node 3 voltages and node 4 voltages simultaneously.

A

Vi) :{C,+jf1(s,middl€(vm))+ [g{—j(vgﬁ middle (V- middte(Vs)ds}ﬂ L%

(Eq.8)

I

Vi(e) =< eat | fuls, middie (V) + [ ZL2\(V7 = middle( V., middie(V.)ds > () V,
n o0,
(Eq.9)

of _ d\(e _ 1 ofs _ [_ 1 J
A e, = INT((C,)(am 7)) and av, - INT| ™R,
Fig. 2 shows the width of an interval solution of (Eq.7) in approach 1. In part I,
since the input is kept at a constant low level, the output voltage will rise to the level of

the power supply. When the upper bound of the output voltage is equal to the power
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supply voltage, the lower bound will still continue to be pulled up because the pull up
current is greater than the pull down current. In this period, the difference between
the upper bound voltage and the lower bound voltage decreases.

In part I of Fig. 2, since the input is increasing, the pulldown current increases
and the pullup current decreases, thereby causing the output voltage to decrease. The
transition creates uncertainty between the upper bound and the lower bound, so the
uncertainty increases until the input voltages reach a steady high voltage.

In part [l of Fig. 2, since the input voltage is kept at a high level, the output
voltage will eventually be pulled down. In this part, because the lower bound already
reaches the ground level and the upper bound is still decreasing, the difference between
the upper bounds and lower bounds decreases. In other words, the width of the
interval solution can be restored.

Fig. 3 shows the width of an interval solution of (Eq.8) and (Eq.9) in approach
2. Comparing the results of approach 1 with the results of approach 2, approach 1 can
provide a narrower maximum width for the interval solution. This meets the
theoretical argument that the partition of the circuit can lead to extra width because of
neglect of the coupling between subcircuits. In this example, the time window size is 1
ns and the number of the iterations is 4. The input waveform is shown in Fig. 1.

The RC load in the Fig. 1 does not have the restoring property which a typical
CMOS gate has. The uncertainty at the input of the RC load can not be restored at the
output, but the width of the interval solution at the output can follow the input and it
will be dependent on the limit of the uncertainty at the input™.

The operators in approach 1 and approach 2 are monotonic, because these
operators are a kind of interval integration which is a monotonic operator. If there are
two intervals and one is greater than the other, the monotonic operators are applied to
both intervals. Therefore the output intervals will keep the same relation that the input
intervals have®. Fig. 4 shows the interval integration which is a monotonic operator.
The shaded area in Fig. 4a is larger than the shaded area in the Fig. 4b, where the
interval integration of the larger interval will have a larger width.

Fig. 5 plots the maximum width of the interval solutions against the number of

iterations for approaches 1 and 2. Approach 1 always has a smaller maximum width
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Fig. 2. The width of an interval solution of approach 1.
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Fig. 3. The width of an interval solution of approach 2.
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than approach 2. This numerical result matches the theoretical result we discussed
earlier.

Fig. 6 shows the CPU time with respect to the number of iterations. With the
same number of iterations, approach 1 needs more CPU time than does approach 2.
This result can be seen by comparing (Eq.7), (Eq.8) and (Eq.9). For each iteration,
(Eq.7) of approach 1 needs more computation than does (Eq.8) and (Eq.9) of
approach 2.

Fig. 7 shows the relationship between the CPU time and accuracy in both
approach 1 and approach 2. Within each approach, the required CPU time increases
with the desired accuracy, but overall approach 2 needs more CPU time to reach a

given level of accuracy than approach 1.
CONCLUSION

Simple interval Picard-like methods can be effectively applied to the interval
analysis of general digital MOS subcircuits, as long as the restoring period is long
enough to restore the width of the interval solutions. In other words, the interval
Picard — like methods provide a certain pattern of interval solutions for each subcircuit.
This pattern of interval solutions includes increasing width during the transition period
of the subcircuits, and then decreasing width during the settle period of the
subcircuits.

In the interval iteration process, within a certain time subwindow, if the -
contractive mapping exists, then the interval solutions can be refined by continuing the
iteration process. From the comparison of two approaches, we learn the iteration
process provides users with a trade-off between accuracy of the interval solutions and
computation time.

Large circuits can be partitioned into subcircuits, and then the interval analysis
can be done for each of them. Although a partition can introduce extra width, because
coupling between subcircuits is ignored, it can provide interval solutions with less

computation because of the smaller circuit matrices required to analyze the subcircuits.
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W R R ERTFERT
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BME_HEEEELEILEY (phthalate esters) Z{LBHEIEE,
EEERE. BENEBHERTEE (plasticizer) #H, THER,
RSB EGIEREGEERE, BAGBBERE, BTHEMML
Hisg, HREa AR B ERRERHEEENE., BREE
BRR/NEZ HIEERSTEM, BEFEERSTRM2em, &
W Tt R DA R A T K R AR PR — FR BRERV5 Y) r Ai  AR  B
AR, FEYZ(ERRILL GC-FID B

HITER®MERE —ERF E (methyl) FISLEBRYEE
(nonyl) FTFAMMERE KX _FEREL+—BITEMESE
W, LACTERETE 77 53 IR R ARIERE, TEILGIEEE R
WIEEREE, BRTEPITRGHERZZE, FBRERFR
(1) HEZFERAZEHAE, (2) BEERRBTFRYER 22
2, (3) $ITHAET, BERZHEEE; (4) KREMABER <%
fE, REWEZ L, FREFECKRENENRRITER, #HE
FHE T EEWER S kEmE, B&F L P RES
IR EA AR RN 0.5% 2 HEEMIE S, HE—HFEE
iR (5) AREGUE: (6) FHWITEHE L2REM: (7) &
fErZmg: (8) WREBEERMES., BIBBRENEEEKREE
IR ORER, NEERATRAC RS ERRMS S o1 A
Frakix. B, KER LGRS REEAFENER=E,

FASERA: AR FRRES . MRS, SRS EIR/NMEHE.
FAERATIER ., BBHER
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==, 8l

onf

K _FPERiEE LS ERERE, BETSHERAKE, —RBIFEREZA]
R, ME _FBMENEAEEZHENE ZFHE (phthalic acid) #1 F #YE
(alcohols) &k R ELLIEREE A . EERFHBELEYEVERE, EREESFHE
MBI, ARSI YZEIE I, AR R RREE AR — AL T
&, FEEMER 0T, EERBESRE, Hit, ME_FREEFSHIAZEFE. It
5\, HFE_PERESBERMMY (lipophilic) L&Y, TEFEMRIEIE Bt 15 /R EFEFTEEm:
B N g 0.

W R HEREENRZES FHERZTE, MR _FRET 5 W%E
FoRIBENE’, ERAYEME (bioaccumlation) IE%_%EB&@%%ZTE\&%,
4 ¥ B8 B 4 28 2 (mutagenecity ). B 2 ( teratogenecity ) K & E
(carcinogenecity)’o

B RS R REE R R RE THINAE: (a) AR _FERESESEKEL,
(b) BREELERNMETRERIKEH: (o) ESEPHMEREAZRE
AKehs (d) EmWERTERERRL,

SIS RS M EZ MR, AIRE, SiTES 2 EREFHEMREZY
£ HODERENERESEE, ERGEEEER, SRR EE EFER
e ERED R TENZERER., W-EERER TERSERE, BT EER
RKETFPREZGRIBEN, EFHER. &5 |

MM ATER, B, AE, BEIXNEERED—RER, EHAF
& 60 BB HETY), HILREBES 500m’ /g, WEREEKR. ST/, HX/N
—EZ R, MTEBEERAFAY, ARG, SelEREASTREERRER
2Kk, AR EERERREC B/,

SRR F LB E TR, R E BT UE— iS5 0 Bk
R SE R AR — R EREE M MR A /\ZE (Octadecyl, C18). Bt/\
£ (Octyl, C8). BT H (Cyclohexyl, C6) RFyEHFIE, (& Zief 23T, #FE
THESEEES TERRREESR, WU 18 RnESFBHEAMEMERE. FRAE
Rl 2 IEmMEE U R REEMZENMER CE, AR5 E R/ ERER 5
FAE 2 5T,
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=, MEERTTE

(—) fRIB[BEM. 1RFF

1. %4tEEHTE (Gas Chromatograph) : B CP—9001 £, fkf CHROMPACK
INFIFTELE,, EEIgs: KEEE (L8128 (Flame Ionization Detector)
FE45325: #2F Spectra — Physics 23] P, AUSRE SP4290,

2. BISBEEH: RF DB-S, #HHEEER 0.25mm ZBEMWEMERE, ER

FE B P A 30m % 0.32mm 1D, f&H J&W AFRIFTEE,

REE: 2R, &R, BREER, MESER0.9999 Ll L,

FKEERE . Millipore AT E5E, KSR R.O. KRBT HEH,

R RFE: Presica NEIZEEE, AUHE 100M-300C (/NEEL4 4D,

SRS . Branson ARJAEE, HHRE 3200,

MEERE: Kimble ARJEE, BIFE 71900 , &7 100mL,

FRWEZ JEMERS 1 Organmation Association A F &5, AUSE N-EVAP3,

KA EYELA Aspirator A5 858&, 5% A-3s,

(Z) BIEAEEER

1. BIEAL: Whatman 5 5% FLAEBRAFIEER, o B LARS B £ B Millipore 22 7]
#gE HVLP 01300, HEMEBERE, FLIEA/NE 0.45pm ZIEARAE R K
HZ/NEURLIRY) o

2. R FEMEIEE Empore HH 3M AF &, HEMKWT,
R (thickness) £ 0.5mm; EFH TR LS 8um; WAV L FE A
(specific surface area) £5 500 m’/gm; HEEE (ID) £ 47mm; #ASHFH
(Bond phase) B+ /\E (Octadecyl, CI18) o

(=) FRELKEEH

1. FiERHIZ B - PSS B B Chem Service AF], HAMBIMIT: #F
# " EEES (di-methyl phthalate, DMP); #% —H # ~Z B8 (di-ethyl
phthalate, DEP); ## " FfIEPES (di-n-propyl phthalate, DPP); #f#
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“HERIE T EE (di-n-butyl phthalate, DBP); #82K — H B X B (diamyl
phthalate, DAP); #FE_HEREFES (butyl benzyl phthalate, BBP); #I#
g (2-2%) -CE8 (2-ethylhexyl phthalate, DEHP); #Z _HBIRC
fg ( dicyclohexyl phthalate, DCP ), #§ % — H E§ [ 3 B ( di-n-octyl
phthalate, DOP); #f3 —HFEIETAS (di-n-nonyl phthalate, DNP); #i
—EES (diphenyl phthalate, DPhP)
2. REBATHREEE:

FHSE (Acetonitrile): PHF (Acetone); EEE (Methyl Alcohol); i #h
(Sodium Sulfate).

(M) HWEaH*

1. RESER

(1) FEEEHEAIE (standard stock solution) & ECEY
LAREHE 5 [F RT3 BRRT L i FC SR L /% 20000ppm FT B AR HE L E
BRIECHRIBKEE,

(2) IRETE#EIBIE (standard mixture solution, 1000ppm) < ACE
FBH_ b —TERERIENE A TE 0.2mL /2 4ml EEHFIERE S, BLUIECD
SR & I E 4mL 1250, BEhamin A,

2. RAREHTIRG

LA 50ppm Z # A& —FRENR SRR 1pL, HEARMEEITE, REERH
(Retention Time, RT) RIEETEMEITE (Resolution, Rs) BEITHBERZEZS%
IR AT E & @A Sl T :

FARIES 2mL/min; SR IMES 30mL/min: ZZRIEL 300mL/min; fH{E
REFREBER, 30mL/min, HMbEAEL:

HEHES 1L EROEBEERS 275C; RASW/FES =TS, SiiEs 10:
1; {HHISRA FID; HIBE 300C. EHBRERXMR: #1245 170 CIEIE Smin, L
10C /min A Z 8 280C , iR ZIRREF 8min,

3. BRERER
FHREE MR AT (1000ppm) EEAMHE, EBEK—RIIAEERE, HEREE
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ERES AR SR, EhEFESECRERE, EREREALEZEE
MR, BiSlEESTETEANRERE, RRGERE, REF - REHRHH
SRS WIMATE S LR 2 B/NF % (least square method) fFIEKRE,
SHERIEMARBREUE (RY) LARFMAEARMERIR.

4. REEFREMEHYE
R A EE 2 E AR R, FZERZ RIBRENBIERTF (Calibration Factor,
CF), {F—EFEE; CF 25t EuT:

o BT
R

7 (A R B 182 A EE CF {8, HAREEHERZET 2 (Percent Relative
Standard Deviation, %RSD) {3 CF (B ER2E, HitEHEAT:

wRsp - CF 2l
WRSD="Cr =75

AKEEEEE EER Z AR T

= o — BAKEREIEE - KRESE
EER, % = ST X 100

5. mEEHIEE

(1) &#\{=E
LA B T R T4 SRR PRI B A RAEIT R, USSR T
(2) FEZER

DA Srime SR N2 M 7k — AT, $BEESAR AR, BIEHEE
R SR A S v A AR TS, LAMREIA A AT 2 R T

(3) HEIRAAEPR

WK AT ERASRE R RN, BERVIEERESER, KRRERBRE
SRIEA RIS, &EREEERZFSBRAL S B, ERESEIER,
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(4) FAHEFAHER

HEEHBRZ RE, TRBEHENBRSEZRR, TSE 99% 7S
FREAIVIRE RS T ZAETE. 87 EHBREMFREI TS RIIAZR, LiEs
N INRRE TR Z ST A SRR, R, WSS, 8 10 SRS ERIRER
REZRREER, SRNEARMEBENELR, SFECREEBS TG REZIZE
RZEfE, WIREREEZZM, BAREZ A B EHBRS,

6. THRZEES

MESMIELEFERR TE, RETEH, BBREIHIR, HE. REY
FakfE, DEREBERTENERNEEITER, HETETAREGRMELER ., 1§
B, BORE . IRAR" RS AR . AWEBBTER ALK (distllation) 3
PRIGTTH, HAbastia0sEE . BHIas MBI 14 /N LIEBR T,

7. RERZERAHT

(1) FAAHEEMIERT, A SmL RSB (sample reservior) ZIGFEIH
ZTEY,

(2) WREERE, A SmL FEE, (598 3 D 8EMEREETE (precondition) .
AR R, (B{R 3-5mm 2 PEEAEIEEE F, (HEETE s
#o

(3) #ELL SmL BYEAMIK, FEHBERME, EJHRE 3-5 mm ZABIREE LT >
e

(4) FEARERAPAOA 0.5% < FEEE VEBNA®, BAtKiE S METEE,

(5) MBI EE BB R EHTM, BT (20mL) BIR TR EH
FEFRATHE (elution solvent) .

(6) FFEIY)Z SE 2 ZEBUEELL SmL SR EE, RSB Z Zo0E, M e E
A EIREE 5,

(7) EBEHER (6) MR,

(8) JrdE MR BT ST M HL R MK R ER SR A LAk, BRERSR A R B M
Z SmL & FH LA

(9) EBFTE RGN 2 BURCE R EE SRR, i DUEEE R aE s s iE = 3-
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5mL, BHLUEARKEZIEMFSEHEE ImL,
10 B 1pL FARMEEEE.

8. KIERZIREE

KEGRER, ARHMESHBERRER L. S8 DEFREREEES. Ka
RUBE | PREERERE. SATIE E KRB, ARERETER, AL pH B (pHI-
14) 28], LIEEREEREE pH £ ~2, MHEKEBEECRREVIRIE, i
% ACHRIEFERTT

AKAERE A BER =%, S5LA Whatman 5 SRIBAUSEIT ISR EURAL, FAFULIERLL
0.45pm JEEEIRHEIETEE ZJCRIE, AILATHRIRR & IS SR R FE SR T RSy
7, REES EEITHRSAT Z BRI EEER 4C ZkFEWN.

=, BREFT®

(—) #MER_PMEERERZREBRIMN
1. FHFEEAER

FIEE AT R GBS & 10pg ZBHEMBEERE 1L KB, R
TR A B, 10ppbo QMR A 153 BIHSE RS 1 ZE AN A dRE 2
ImL. BAULEBHERGETEXRBILZ RAARIES, FSRERERZEELZ 3 FHR
AFHGeL iR EERR, MBI R— TR, KRR R RRIE TR 5 kE
BRI, BN Sppm. B 1 £5 SOppm AR IE & WL SBARREHTE

2. BEAKERKER

- —TEA R RN IR AT, ACEREE S T FARE R, KRBT
FREHREESE RN, BUEGEE. SRR R AEERREZEIE,
M — RS R ERR AR B R 72 0.99 UL, RIS ERAIRERS, Al
AT RIERT (CF) E#HHE, BRIERTFHZ %RSD EE/NS 14%, R
FT7Ro



84 WA B RS S 3 AR T 2 BT
1 RE%E ~ MBS (DUp)
2.5 = 8 Z 1 (DEP)
3. M R % (0PP)
50ppm 4. B BRI TRI(ODP)
78 5. A EZEBIRRI(DAP)
5 6. A7 ~ MR 50 R4 (BBP)
S 10 T REZH®- (1-Z.2)- 2 8(0ERP)
r : 3 4 8.6~ BIBIR B (DCP)
9. % BT S (Dop)
B 10. A2 BT E 1 (ONP)
8 1] U RE R (OPhr)
R
[id
o o I W (ein)
1 RSoppm EEZEARZEHEENE,
F— ME_PBESMBERSZHEEUER
R R (1L) . PR IR SD | RSD | Fit{eE
e B (ImL ECK) BE (ppm) HilR (MDL)
(ppb) 1 7 3 4 5 6 7 | (ppm) |(ppm)| % (ppm)
DMP 10  [6.207.508.02]7.43]7.50 | 8.50 | 7.50 | 7.52 | 0.70 | 9.34 2.10
DEP 10 [9.10[9.80 | 8.86 | 7.80 | 7.70 | 9.20 | 7.20 | 8.52 | 0.96 | 11.22|  2.88
DPP 10 [ 9.60 [ 8.50 [ 8.43 | 8.20 | 7.90 | 8.90 | 7.40 | 8.42 | 0.71 | 8.38 2.13
DBP 10 [10.40] 9.67 [10.50] 9.40 | 8.70 [10.60| 7.90 | 9.60 | 1.02 |10.59|  3.06
DAP 10 [10.50] 9.60 | 9.90 | 8.87 | 7.90 [10.50 8.00 | 9.32 | 1.09 |11.72| 3.27
BBP 10 [10.70]9.60 [10.10] 9.00 | 8.10 | 11.00| 8.20 | 9.53 | 1.15 | 12.08|  3.45
DEHP| 10 [10.90] 9.80 [10.20 | 8.86 | 8.40 |10.90| 8.20 | 9.61 | 1.13 | 11.81|  3.39
DCP 10 [9.60[9.10 [ 5.60 | 6.70 [ 8.10 | 9.70 | 8.20 | 8.14 | 1.53 | 18.77] 4.59
DOP 10 [10.80]9.90 [ 9.90 | 9.00 | 8.10 | 11.00] 8.10 | 9.54 | 1.18 | 12.41| 3.54
DNP 10 [9.10 [ 8.70 | 6.20 | 5.50 | 7.90 | 9.70 | 8.00 | 7.87 | 1.53 | 19.30|  4.59
DPhP 10 ]9.20[7.50 | 6.00 | 6.10 | 7.80 | 9.50 | 8.00 | 7.73 | 1.36 |17.58| 4.08
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£= EERIREREBSR
R CF wEEHER | R

CF CF
i | e | PRSP

5ppm | 10ppm | 25ppm |50ppm | 75ppm
DMP 711 774 | 849 | 816 | 831 Y=835X—-425 [0.9995| 796.26 | 54.86 | 6.90

DEP 1226 | 1246 | 1073 | 976 | 931 | Y=900X+3080 |0.9982|1090.23 |142.56| 13.00
DPP 888 | 1005 | 1123 | 994 | 1030 | Y=1023X+140 |0.9974 |1008.12 | 84.20 | 8.30
DBP 805 | 1077 | 1166 | 983 | 1041 | Y=1022X+570 |0.9951|1032.29 [101.39| 9.80
DAP 977 | 1229 | 1356 | 1109 | 1181 | Y=1157X+820 |0.9931|1170.70 | 140.93| 12.00
BBP 1039 | 1360 | 1513 | 1199 | 13211 | Y=1288X+604 [0.9910|1286.39|176.01| 13.60
DEHP | 11210 | 1562 | 1726 | 1262 | 1488 | Y=1447X-1874 |0.9903|1369.60 | 149.90| 10.90
DCP 1306 | 1650 | 1709 | 1293 | 1454 | Y =1284X+3087 |0.9932|1435.88 | 174.01 | 12.10
DOP 1053 | 1324 | 1407 | 1060 | 1219 | Y=1194X+374 |0.9961|1203.74 |110.90| 9.20
DNP 1270 | 1699 | 1771 | 1381 | 1597 | Y=1534X+772 |0.9926 | 1568.70 | 176.07 | 11.20
DPhP | 1153 | 1500 | 1588 | 1390 | 1429 | Y=1416X+684 [0.9969 |1412.04 |163.25| 11.56

W REEE S RSN EMS, RURAHBTEATT Z R RERE R ERK
W, FEBEIEESZBERE, BERE (SD) REARBILEHNMEZWE
RERNSTET L, RS ZREERTERREES.

£= ERESBEASYZREBEHEEREIES (Retention Time Window)

1) et o i3 ] (min) RT WINDOWS
RT1 | RT2 | RT3 | RT4 | RTS | RTF#ME | SD FROM TO
DMP | 3.500 | 3.500 | 3.510 | 3.500 | 3.500 3.502 0.004 3.488 3.515
DEP | 4.950 | 4.950 | 4.950 | 4.950 | 4.950 4.950 0.000 4.950 4.950
DDP | 7.380 | 7.420 | 7.420 | 7.410 | 7.410 7.410 0.012 7.373 7.447
DBP | 9.870 | 9.870 | 9.870 | 9.870 | 9.870 9.870 0.000 9.870 9.870
DAP  [12.051| 2.051 | 2.051 | 2.051 | 2.051 2.05 0.000 12.05 12.050
BBP 14.09 | 14.08 | 14.08 | 14.08 | 14.08 14.082 | 0.004 14.068 14.095
DEHP | 15.66 | 15.66 | 15.65 | 15.66 | 15.65 15.658 | 0.004 15.644 15.671
DCP 15.78 | 15.78 | 15.77 | 15.78 | 15.78 15.782 | 0.004 15.768 15.795
DOP | 15.90 | 15.90 | 15.89 | 15.90 | 15.90 15.902 | 0.004 15.888 15.915
DNP [17.510]17.510|17.510|17.510 [17.510| 17.510 | 0.000 17.510 17.510
DPhP | 19.840(19.840(19.840|19.840(19.840| 19.840 | 0.000 19.840 19.840

RT windows=RT 7T £35.D. (HF#REE)
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3. MITEBIZEE

EHEEIGRRE S, PEENNEREERRZ—BRITED < RE, BN T
RS FREIY)ITIGGE JI T A RIRERR, TRATIAEISEE (solvent strength) WA H ARG FE
BFFRIVIIRRE R ITRAT, LABRA ISR,

FWHEFMARZ UEARSRBECK. —80k. B, REFK. B
i B, SRR R EBES 500ppm ZESRE L 100uL 5 BHE S #
b, fFisdz Bl RS BET AT, BFEE InL R ARMEBITE, I
RNUTE DPEERPREKERES, ERFREZFHENENERESS, LTL
T BUNZ B R R R P RS AL § P 2 B RS R EE R AT

N RARKZEEHEKWEZRE

EER, % (n = 2)

Y ECkE R FEE F b
DMP 29 51 79 95
DEP -k 50 88 95
DFPP 69 51 96 97
DBP 80 50 99 98
DAP 82 48 99 96
BBP 63 46 95 95
DEHP 65 45 95 95
DCP 82 44 98 96
DOP 59 44 85 94
DNP 80 43 96 93
DPhP 82 45 95 94

4. FRIRERIER

Bt /R AR, RS A i AR B TE AR LA LR LB R L B,
TEARE R —RER

FELA SmL i FR RS FE E 8 55— MR AR SR - MR E S B, BB BRI
500ppm FFEIVIIEEAE SR S 100pL JOA 1L ki (50ppb), 3758 5 Fi S M 2By
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BB FATISEE ImL, W 1L A RHEETES, EERORAFR, 85
ERAEEG N REZER, HERUTHE—REESETRE, TREEEHE—
FSRSE L S AR 2 AR A R R AU

F*E R RAEREYEZBRE

B, % (n = 2)
RrElY] RS 2R
DMP 75 81
DEP 88 88
DPP 95 91
DBP 98 92
DAP 97 91
BBP 98 91
DEHP 97 92
DCP 9% 96
DOP 97 91
DNP 93 91
DPhP 91 90

CATEFREREN—HERBR, LACRHECHEEARZEIEX, T
EiE, EEEEAEN S A, EERAREERKZEERAA, BEEREIMAL,
B ZIARIEE, &ML R EEAEE, RS SRS B SR ER

BT boKZ RERT -
5. KIRZBhBAIRR

A EE LT NB AT A B A, VRINAE RIS BURS 1L A A SmL Z B,
HE. B, AEZSUEIE R, RENAAER SRR BER S0ppb. RAL
LB DB, ARG AL BB E T RIN R AR, R RAFE R ER
TEBHEBINA BE R T Al iRF 8% 2 EikzE, RERMERAEZRM, 5TB/NN
HRAE — FA RS (B K ZR B T



88 A — R R R AT R

RN DEBZEMHEEEZRE

EfEE, %

e FSis FA fg? PR EREE
DMP 75 83 36 2
DEP 88 93 94 80
DPP 95 97 96 89
DBP 98 98 9 95
DAP 97 97 95 97
BBP 98 96 9 99
DEHP 97 97 94 99
DCP 98 97 94 97
DOP 97 97 97 99
DNP 93 96 93 94
DPhP 91 96 93 92

L _REFEERTHE.

2 MREREBTHE,

6. MATRIABRZEAR

ANAT S8 R SIS AR I B AR AT 2R T B BE I AT A TR A R R A B
RAEAGRRER, HERRIER AR RAZEERRERERE . KERE,
THHRARERE, EAMRITER, BE= 7%, fTRMARCREERRBERER
=53 M AR T HITZ SmL 5 =ZGETHRTAMMEN T — R 15mL Z #IE.
&L, BMAEGH, FHECUEFERG, BNERRRIEFEER, BREH
RIE AR SR T 2B AR i T B R R

7. FKEGRBER TR

KRR Z AR/NRTE T AR P A7 1) B3 58 fE R T M RS RE . AR BB6 40 B LA
5184748 200mL . 40mL. 20mL =fEFAGETTHIR . EHERNE /R, BT H
K_FPEEPES, HAMRRRZ AR P ERES (AU ZR I TE 90% LA F, BB R A
ZERPEEER, HEERR T/ \ZEE, ETERRETREZEIRE,

8. HERZERMMEHR
FHEAZ HRAERG EEM B REE R ER L AL, A REEEEEA



L

2 i

#t BEZRRENARCEEZMER

89

EIKEE, %
ik OMin' OMin' 3Min' 3Min’
15mL 5mL X3 15mL 5mL X3
DMP 78 81 80 83
DEP 86 89 88 93
DPP 89 94 91 97
DBP 92 96 93 98
DAP 94 97 93 97
BBP 98 98 95 96
DEHP 99 98 94 97
DCP 101 100 95 97
DOP 100 99 98 97
DNP 98 9 89 96
DPhP 96 99 90 96
| —REFEHETHE,
2 ZREHEEBTIIME,
F®/\ TRAEREHEREZKE
B, %
531k 200mL/min 40mL/min 20mL/min
DMP 78 83 90
DEP 85 93 97
DPP 90 97 98
DBP 95 98 97
DAP 96 97 9
BBP 97 9 96
DEHP 96 97 96
DCP 97 97 95
DOP 97 97 97
DNP 93 96 92
DPhP 92 96 91
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MBREBIIARG IR, WiGHEREF—EB, EERMBAMT, @EZZER
RS TESEVU-R 6 R U REMERF AR E 2 2hBE, B ARBEAR, HFHEKERHE

AP — R A W AT T B 9E

e
®h HEREEERR
R, %

) B—K -l B=ER IR BAERX
DMP 78 (84) 78 (81) 80 (74) 82 (81) 31 (75)
DEP 89 (90) 85 (85) 88 (82) 87 (84) 59 (81)
DPP 95 (95) 90 (90) 91 (91) 90 (83) 79 (85)
DBP 98 (99) 95 (94) 93 (95) 91 (81) 88 (88)
DAP 99 (99) 96 (95) 93 (94) 95 (81) 82 (88)
BBP 99 (97) 97 (96) 95 (92) 93 (84) 91 (90)
DEHP 98 (94) 96 (95) 94 (92) 91 (86) 86 (90)
DCP 96 (94) 97 (94) 95 (92) 9 (84) 88 (86)
DOP 99 (%94) 97 (96) 98 (91) 89 (86) 92 (89)
DNP 91 (91) 93 (94) 89 (90) 83 (85) 43 (85)
DPhP 86 (97) 92 (94) 90 (88) 89 (84) 45 (83)

i ERABERAEREE (BSKHR, n=2) FAECEERR.

9. HEREEAR

G —fEE R R S S I R ER EE SR E 5 B LIS ETT 2R, TREIAR B ER
AEEAWEZ BETERS 10ug/L. S0pg/L. 250pg/L. 1250pg/L 4B, EEMKEGE
Rank+,

FERER 1250 mg/L ZRIFRER, FFRIYTHRNEE(EREKFERNT
& 7-10%, HBERREEHEEHE4EZEE (breakthrough) ZEE,

10. FFRl4pie Rl

KERERGE R RS B LASRE B, BEA 4CRRMHANER 4C ZHREFE
o, MELR, HETHRSR, HERIEERt— BREMTUFH, LR
FHEEEARGEE, HFHERERR, SRV BERH, EARFEERAEH
UM R ZE ST, TR RS O E IR R R A v 3 E .



®+ HERIFEMAREQEZ LR

91

[EE, %

FEP 10pg/L 50pg/L 250pg/L 1250pg/L
DMP 79 83 86 60
DEP 94 94 93 85
DPP 91 96 94 89
DBP 93 98 96 90
DAP 93 98 96 89
BBP 94 97 95 86
DEHP 94 97 95 85
DCP 91 97 95 85
DOP 97 97 92 86
DNP 78 96 93 83
DPhP 75 96 91 82

F+— STPZRTFROEXRZHE
a1, %

FrEY) GRAER Rz R RIS R’
DMP 77 81
DEP 83 83
DPP 88 84
DBP 90 80
DAP 85 67
BBP 91 78
DEHP 88 72
DCP 74 54
DOP 91 81
DNP 67 52
DPhP 65 53

1LIRFER,

LIRTFER, HEFF4T,




92 R R R IR TR AT 5T

2

m. #&

a+—ENE _RRERLAMIARE—LOT, JELSENERSRIEE T
FREEHY, FRLAR AR BO il K ek L Rflas, AR+ O@EANSTRATERFETZ
SrhE, HREEHEERRAE 2ppm 25,

EHERIZER, FIRRACiEESRE, THIREZENN, BEAFTIEZ
ERIET AR it EEERRGCRE®R, 7Tl (=) FTEEZER,
(=) BhEB A LMERl. IFEREE T EASRER, BRFAECEEE
FAkERZ R, A EREMFERE. 55, EERARS, —SHERTaEH [E
WERE R BN, kKGR, HRERES, HESEE TR FnE
PRZEAEHIBRAF 2T FITE (robustness) RffiZ M, BHIZHIRAIFE R EMRE, B
PR IR B A #EE D BEBRASRRUR, RAEMERERIER, of#E4E T
REMEA TGS, EREEWGEEZ TS, " IAKIE EERREA

AKERPZ E ML R IR R AR R R, EERE2MEE, F KRR
RREE, BIA0LL0.45um RAGERBRER , (BAFHRGEE /I T IHERBE IR
afo

HEAATCE AR BRI 2 I, BRATREE R HREE RS, Y
HEEC R EIREE PR 2 B, SGRFEREM AT F AR HREEYEE S
ETRF RS

f. #H &

S G T BB B RER T AR SR AFRE o
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The Analysis of Phathalate Esters Using Membrane
Technology

Y. S. WANGAND C. Y. SHH
Department of Chemistry
Fu-Jen University
Taipei, Taiwan 242, R.0.C.

ABSTRACT

Phthalate esters are known for their chemical stability. They are used as
plasticizers in the products of polymers, paints, and plastics. Recently, increasing
number of goods is made of plastics, and petroleum refinery is one of the fast growing
industry in this country, prevention of plasticizers from our living environment and
necessity of a clean and sensitive method for their detection become important ever.
Membrane technology with minimum use of organic solvent has been a major
breakthrough in analytical chemistry. In this study, thin membrane was used to
extract phthalate esters from water. Subsequent chromatographic separation and
quantitation were done by GC/FID.

Standard mixture solutions of eleven phthalate esters ranging from one carbon
methyl to nine carbon nonyl on the alcohol moiety were prepared. The optimum
membrane extraction procedures were evaluated by spiking water samples with known
amount of standard mixture. The spiked water was carried through membrane,
followed by a small amount of solvent elution, the percentage of recoveries of each
analyte were then calaulated. The membrane parameters toward a better recovery were
manipulated including (1) membrane preconditioning; (2) elution solvent selection;
(3)membrane permeation before elution; (4)addition of modifier solvent into water
sample. Recovery data from four different elution solvents including hexane showed
that acetonitrile was 2 folds better than dichloromethane. And the acetonitrile recovery
was further increased by addition of 5% methanol in water sample. Other effects on

membrane were also tested such as(5)rate of passage for the water sample; (6)stability
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of the analytes on membrane; (7)membrane capacity; (8)membrane reusability. We
found flow rate of water sample was independent of extraction efficiency. Membrane
technology is advantageous to enable the extraction in situ without bringing water

samples back to the laboratory.

Key Words: phathalate esters; membrane analysis; minimum use of organic solvent;

gas chromatography; in situ extraction
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A Result on Nonlinear Filters

WEN-LIN CHIou (1)
Department of Mathematics
Fu-Jen University
Taipei, Taiwan 242, R.O.C.

ABSTRACT

In this paper we consider the Duncan-Mortensen-Zakai equation
for the Yau filtering system. We show that this equation can be solved
explicitly with arbitrary initial condition by means of solving a system

of ordinary differential equations and a Kolmogorov type equation.

Key Words: Duncan-Mortensen-Zakai equation, Kolmogorov

equation, Recursive filters.

INTRODUCTION

In [10], Mitter pointed out that the innovation approach to nonlinear filtering
theory is not, in general, explicitly computable. The idea of using estimation algebras
to construct finite dimensional nonlinear filters was first proposed in Brockett and
Clark [3], Brockett [2] and Mitter [10]. The method is to use Lie algebra to solve
Duncan-Mortensen-Zakai (DMZ) equation, which is a stochastic partial differential
equation. By working on the robust form of DMZ equation, we can reduce the problem
to that of solving a time variant partial diffendntial equation.

The recent works Mitter[10], Tam-Wong-Yau[11], Dong-Tam-Wong-Yau[9],
Yau[12], Chiou-Yau[7], Chen-Leung-Yau[4][5], Chiou[6], in which they used Lie
algebraic method, has given us a deeper understanding of the DMZ equation which is

essential for progress in nonlinear filtering as well as in stochastic control. However, it

[ 1] E-mail:math 1014@fujens.fju.edu.tw.funded by NSC grant NSC-85-2121-M-030-004
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is extremely desirable to solve the DMZ equation or the corresponding time variant
partial differential equation directly. S.-T. Yau and S. S.-T. Yau have studied this
problem, and have obtained some remarkable results. In [13], an explicit colsed form
solution of Kolmogorov equation was constructed, that is, the DMZ equation was
completely solved in case of that all the h,(x) are constant (cf. the following system
equation (2.0)). In [14], The DMZ equation was solved explicitly with arbitrary
initial condition for the Kalman-Bucy filtering system and Benes filtering system,
respectively. In this paper, I studied the Yau filtering system, which is a class of
nonlinear filtering systems including both Kalman-Bucy and Benes filtering systems as
special cases. The advantage of our approach is that one can write down the solution of
DMZ equation in terms of the solution of Kolmogorov equation and the initial condition
can be arbitrary, hence the recursive universal filters was derived. Notice that the
recursive filter for Yau filtering system was previously derived only for maximal rank
case and the state space dimension less than or equal to four. The novelty in this paper
is that we no longer need maximal rank condition in our derivation and the state space

dimension is arbitrary finite-dimensional.

THE FILTERING PROBLEM CONSIDERED,
AND THE BASIC CONCEPT.

The filtering problem considered here is based on the following signal observation

model :

{dx(t) = f(z(t))dt + g(x(t))dv(t), x(0) = x,
dy(t) = h(x(t))dt + dw(t), v(0)=0

in which x, v, y and w are respectively R", R”, R" and R" -valued processes,
and v and w have components which are independent, standard Brownian processes.
We further assume that n = p, f, h are C” smooth functions, and that g is an n by n

C” smooth matrix. we will refer to x(z) as the state of the system at time ¢ and to

(2.0)

y(t) as the observation at time ¢ .
Let p(z,x) denote the conditional probability density of the state given the
observation {y(s):0<s <<t} . It is well known (see Davis [8], for example) that

p(t,x) is given by normalizing a function ¢(z,z) , which satisfies the following
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Duncan-Mortensen-Zakai equation (see Zakai [15], for example):

do(t,2) = Lo (t,2)dt + 2L,o(z,2)dy (1), 6(0,2) = o, (2.1)
where
_L 7 82 ; —n—i‘_Lm 2
Lg= 2 i,j2=i a.r,ax,(gg )i 51 axf‘ 2 Eth"'
and fori =1, ==se , m , L, is the zero degree difference operaror of multiplication by &,

. 6,is the probability density of the initial point z, . In this paper, we will assume a,is
a C” function.

Equation (2.1) is a stochastic partial differential equation. In real applications,
we are interesred in constructing state estimators from observed sample paths with
some property of robustness, Davis in [8] studied this problem and proposed some

robust algorithms.

In our case, his basic idea reduce to defining a new unnormalized density

u(t,2) = exp(= Sh(x)y.(t))o(t,z).

It is easy to show that u (¢, x) satisfies the following time varying partial differential

equation

g—tu(t,.l”) = LOE(I s-r) + é]y;(f){LO;Ls]g(f :-1')

"

+ 3 8 5 (On(OIL, L1, L]EG ), (2.2)

6(0,1‘) = 0Op»

where [+, * ] is the Lie bracket.
Ifh.(x) = ¢; = constant for 1 < i << m , then (2.2) reduces to the Kolmogorov

equation
gz&(z!x) = Luu(t,x)

- (335 -5r0 2 -5 -3 Bk, 23)
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The following theorem was proven by S.-T. Yau and S. S.-T. Yau [13].

Theorem 1.

Kolmogorov equation (2.3) can be solved explicitly in a closed form. In fact if
=7_,c’is replaced by a bounded function, (2.3) can also be solved explicitly in a closed
form.

It is shown in [13] that (2.2) is equivalent to

i=1

(s ,2) —%ga He,2) + 5 (- @) + Zoe) S |4 )
§ f —ult,x) - % R (x)u(z, :c)+—2y,(t)Ah ()ult,x)
-3 ;Z'y,(r)f}(x)a?;(x)u(t,:r)

+ 3 5 30030 3 F42) Silx)ule, 2. (2.4)

The following theorem concerning about DMZ equation for Kalman-Bucy filtering
systems with arbitrary initial condition was proved by S.-T. Yau and S. S.-T. Yau
[14].

Theorem 2.

Consider the Kalman-Bucy filtering system with
hlz) = ‘éc,}x,— + ¢, 1 < i << m, where ¢; and c, are constants, (2.5)
filz) = %J]d,]a:j +d;, 1 <i<m, where d;and d, are constants, (2.6)

Choose a homogeneous quadratic F(x) = % i e;xx; with e; = e, such that

<,

(E+D)(E+D)=CC+DD (2.7)

Hence E = (e;), D = (d;) are n X n matrix and C = (c,) is m X n matrix. Then the
solution u (z,x) for the Duncan-Mortensen-Zakai equation (2.4) is reduced to the

solution % (¢, 2 ) for the Kolmogorov equation
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% t,2) = 38 a(t,x) - 5(f2) + B BE G 2)

= af( ) + 2(I))u(t x ), (2.8)
where

7(t,z) = NEAI Wy (4 2+ b(2)), (2.9)

and a,(t),b,(¢t) and c(¢) satisfy the following system of O.D.E.

a’;(t) +J,§,ldﬂa;(f) _lguélcgb,‘(t)fu _él é:ly,;(t)dkfj&
+ Sdey - 2ep =0, 1<i<n. (2.10)

5‘§‘1d,a,-(t) +¢’(2) _%_é:laf(f) “% (é‘ !b.x(t)) o EC chb’(t)
_ §, élyi(t)cﬂ' (*Eiildmb;z(f) +d,)+ % 2:,‘ Ely,(t)cl—kcjk
+%§,eu‘%§,6?: 0, (2-10)
(1) - a(e) + écjy}_(t) = ,’:z’jdj;,j(z) =0 1<i<n. (2.12)

The following Theorem concerning about DMZ equation for Benes filtering
systems with arbitrary initial condition was proved by S.-T. Yau and S. S.-T. Yau
[14].

Theorem 3.

Consider the Benes filtering system with

h(x) = %c,-jrj +¢;,1 < i < m, where c; and c, are constants, (2.13)
8F
£i(x) =~ 3 1<z<n where F is a C” function, (2.14a)
and
AF(I)‘|VF(1‘)|(I)—Zh (z) = Zevr,x,+2'e,x,+e (2.14b)

ij=1

Choose a C~ function G (x) such that
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AG(x) + 51 VG I¥(x) + 5 era,+ Sex +e = constant = 2. (2.15)

Then the solution «(t,z) for the Duncan-Mortensen-Zakai (2.4) is reduced to the

solution % (¢, ) for the Kolmogorov equation.

@) = 3800 -5 886 5E0) - 528 ae,0) + d o)
(2.16)
where
ﬁ(f,l’) _ eF(JHJ(!))+G(.r)+éa‘(z).r.+c{:)u(t,x + b(t)) (217)
and a;(2),b,(¢) and ¢ (¢) satisfy the following system of O.D.E.
b5(1) = ae) + Sep,(1) =0, 1<i<n, (2.18)

(1)~ 3l + 3 5 5 ceoy®) + Zeb ) + 1 3 epiern ) =0,

(2.19)
@' (1) + Z(e;+e)b,(2) =0, 1<i<n. (2.20)
DMZ EQUATION FOR YAU FILTERING SYSTEMS
WITH ARBITRARY INITIAL CONDITION.
Main Theorem.
Consider the Yau filtering system with
h(x) = é)}c,}r, +c,, 1 < i< m, where ¢; and ¢, are constants, (351)
(L) == édﬁx} +d;,, 1 <i<n, where d; and d, are constants, (3.2a)

filx) = 1(x) + @‘iaii), 1< i< n, where¢(x) is a C” function, (3.256)

F(x) =-¢(z), (3.2¢)
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and

" af(a:)

E filz) - E}hf(x) = Z[E%Ie,g,rj+éle§rj+e]. (3.2d)

Choose a C” function G (x) such that

n [9°G al,(x) 2 . 5
E, a‘r(;‘.‘) e ) p ( (x) +i(z)) + Z[W_EZL ety E] ex; + el =
constant = 2d . {3:3)

Then the solution u(z,z) for the Duncan-Mortensen-Zakai (2.4) is reduced to the

solution # (¢, x) for the Kolmogorov equation:

%{(t,:r) = LA a(t,x) -é‘l(%(x) + lf(I))%(t,x)

ol
+§l(a (a;x(,x)— ég))ﬁ(t,x)++dﬁ(t,x) (3.4)
where
ﬁ(t ,.I') - eF(:+.’)(l))+G(J:)+‘:i‘:lal(r)_r‘+c(l)u(I,I e b(t)) (35)

and a,(¢),b,(¢) and ¢ () satisfy the following system of O.D.E.

b.(2) - ale) + Sep(0) + Sdp(2) =0, 1<i<n, (3.6)
_él(%c,ky,(t))dﬁ + é“(e,} +e,)b {t)+a’(2)+ éﬂj(t)dﬁ (3.7

+.;2'l.§::|djdjkb&(t) =0, 1<:i<n,

rrrrr

*jé,af(f) (3.8)
+%* lﬁ:ckcﬂy,(r)y,(t) + Zd a;(t)+ E 2 d.dpb(t)

+ 2 5[5dp (07



104 A Result on Nonlinear Filters

Proof:

We only need to show that if « (¢, x) satisfies (2.4), then & (¢, z) given by

(3.5) - (3.8) will satisfy Kolmogorov equation (2.3).
%g“J)zgmwwmﬁwwm“§§§x+awm%w
v 5@ 0]l + 000)
5 %(3,1 +b(2)) +'_.:S1 b’;(t)%(t,x + b(f))}
_ eﬂ-v*b“”*"‘”*,-'f.”:"”-“"’{ L‘ gx—P:(:r +b6(t)) + %(1)

+ a,.(r)J ult,zr +b(t)) +§—;(I,x - b(t))}»

3 "
o u (t ,.r) _ eF(.u+|’!(l))*G(I'Hiflaj(l).r'*t(l){ (aaTF(I i b(t ))

+§gu)+munidur+bUN

+2(a§£(:c +6(¢)) +aa—f(;r) + a,-(t))%(z,x +b5(t))

+ (g;f(x +5(t)) + g;?(x))u(t,x +b6(2))
b g;?(t,:r + b(t))}

l = _ F(.,m(r))»fc(,.‘p’z'-,.i(,),,-r,w(,) 1 2 i
ZAH(I;-I)—E i=1 {2:21(811(14_5(1‘))

+ Sg(x) + a,-(t))zu(f’l“ +6(2))

+§!(a§£(x +b6(t)) +§§(x) + a,(z))%(z,x +6(2))

g (%AF?I + b6(t)) + %AG(x))u(t,x +6(t))
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+%Au(t,;c + b(z))}

fé:] ﬁ(‘:r) %‘:(t ,‘r) — eF(’ib(r))*G(r“f%lﬂj(f)l"Jr((r){ (i%l fl(x) %E(x + b(t)))
"8G .
+ 2 filx) g(x) + 3 f,-(a:)a.-(r)J u(t,xz +b(t))

+ () 22,2 +b(r))}>

%(t,x) —%A u(t,z) +§1 fi(z) g—j(mﬂ
_ em.,m,mmmigldi(,,f’,((f){ [:.aa%(x + wlEVVE ()

+§l a KD+ C’(t)} ult,xr +b(t))

N %(r,x +5(2)) *é b',-(t)%(t,x +6(2))

N [gﬁma’e‘g(r +5() + 3 f(2) P(a)

+§lﬁ(a:)ai(t)} w(t,x +5()) + £i(z) 2,2 + b(2))

n

_%_[gl(a%g(x =3 b(r)))2+ (%g(x))2+ a;(t)

+2%(1 + b(:))g—gu) +za,.(z)§—£(x +b(2))
+2a,—(t)§g(.r):1 u(t,r +6(2))
-3+ 5)) + 2@ + a0) )Pz + 5 (1))

i

- (%AF(I +5(2)) +%AG(I))M(¢,I + (1))

f%Au(t,r @ b(c))}.

Observe that
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y G you
E] 8;(,-(']:) 8:{,-(3:’,:)
)6+ 3 ateren) | & OG, \ OF
=6 = ”,Eax,(‘r)ax;(":”(t))
v (9G 23
+2(25)) + 5 gfi(x)a,-(t)} u(t,z +b(2))

+i§|g—g(x)%(t,x +b(z))}

Therefore

du N oG, \ou
o (¢t,z) 2Au(t,x)+'_§laxi(x) axi(t,x)

- { [z S +5(0)0' (1)

+’_;EiI a’i(t)x; + c'(t)J u(t,x +6(t))

+ 3000 54,2+ 5(1)) —%[z(g’{(x ()

+ (2@ +aito)
+288—£(x+b(z))§g(x)+2a,-(t)%(x+b(£))+2a,-(t)‘§§(l‘)} u(t,x +b(1))
- 385 + 60+ al0) )22, 2 + ()

. [z G)Ex+ b))+ 5(E)) +3 %{_(m(z)} w(t,z + b(2))

- (—ZLAF(;C +6(2)) + —;—AG(x))u(t,:c +b6(2))

+f_.'§“§ yf(t)%(r + b(t))%(z,x +b6(¢))

-5 2 b )ule,x +0(0) ~ 2 3 R + b)) ule,x +5(2))

1
2

=2 Zu(0)f(x +6(2))

+ 5 3 308k (x +6())ult,z +b(1))

ia + () ult,x +5(1))

i
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LES X on,
+ 53 5 5050 B 57w + (1)) 572 + 6())ulz,z + 6(2))

~3 Azt b)) 2,z + b(t))}

%fuJ»—%AauJ)
+ 3 2902) (1 2) + AG(2) a(2,2)
= (%AG(J;) +% VG \z(x))ﬁ(t,x)

ou I Fp. n G
at(t,x) zﬂu(t,x)ﬂéaxj(

:c)g_j(t,x)
+(34G(2x) -5 1 VG I(2)) a(t,z)
{ {z x4 b()b' (1)
+.3 a’(2)x, + c’(z)} u(t,x +b6(1))

+3 b,’(t)%(t,x +6(2))

- %z[(gf(x +0()) +al(e) +2a,(0) iz +5(2)
+2a,(t)éa§(x)}u(t,x +5(1))

-5 b))+ a0) 2z + 5 + 3 @alt)ult,z +5(0))
— JAFGe + b,z + b)) + 5 5 5/(0) T2a +6(1) F4t .z + b(2))
-5 2 v b Dult,z + () — 3 BrAa + 6()ultiz + 5(1)
+ 23 508k + 5(D)ult,x +5(1))

2
-2 330 f(x + b)) 22 (z + b(1))ult,z + b(2))

1 %4 & Shi oh;
+522 yl(t)y,-(z)glaxk(x * b(‘))ax,,(”"’ +b(t))ult,xz +b6(2))
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—"_E‘lf,-(;r+b(t))%(t,x+b(t))}
S S z (o), {]: (b (¢) —a,(t) +2yJ(l)—i(x +b(t)))
*éf.‘(x +b(r))+§l§7(1+b(t)):| gf(t,x‘%b(t))

+ [z 2+ b(r))bi(z) - _’:z’a,-(z)éffu +5(2))

i=1j=1

-7 2(—(;r +6(1)) - 5!‘.3;1(;?(:) - 5AF<1 +5(2))
‘5.971?(1 +6(1)) — 3 iz + b(1))

+ 2 33,()8h,(x + 5(2))

+l2 2 vi(t)y,(t) 2 %a—hi(x + b(t))} (¢, + b(t))}.

In view of (3.1), (3.2b), (3.2¢), we have

ou ) —

S Loz,

2
+3 a—ri(r)%g(t,r) + AG(x) il ) —((%AG(J:) +% | VG 1¥(x)) alt,x)
_ eF:rm(:))m(,)+|’,_:sluf.cr!-',+cu){i§|i(b’i(t) —a(t) +,$=':| 6 j(.f,) I (x+6(t )):| %(I +&(2))
+ —(I S 6O - Sa ) +6) + Sy )cﬁg{(x +b(2))
S E3(0)1,(x + 6(1))e, + Za' (D + /(1) - 5 Zal(0)

§ .§ Eckcmy(t)y,(t)

NIP—' Nl'_' uM '-.—1

AF(x +6(1)) ~ = l VFE Mz +b()) - %2 hi(x + b(z))} u(l,x +b(t))}.
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Observe that

LT L )
i=1 a.I,;

= Flx

b(r +J.r+”e|..'.r‘+cr < £
(1)+6)+ £ 0,00, H{[_% l’(x)ax,(x + 86(2))
n aG "
+Z2 [(x) a(x) + 3 l.—(x)a,-(t)J u(t,r +b6(1))

+ E [,—(a:)éaﬁ(t,x + b(z))},
i1 T;

and note that X/_, “*——__“ali(xg b(¢)) = i AED) , so we have
X ; aI,'
8E(y,2) - %

2/_\ ul(t,x)+ 2[—(x) +I(I):| _(I o)

+,-=1[a G(x) , 2L m} 28, 1)
15(F90 2 L 5280 40 .
= % _EA u(t,x) +2—(I)—(t ) +(_AG(I) -5 1 VG |2(JC)) u(t,x)

+E§L(x)§u_(t SZ) [Z ——(x) 2 ““(:c)l (z)=% 2 l; (x)} u(t,x)

s IR, R b ‘”{ [(b () —a()+ 2 ealE) ~ ke + b(t))j} —(:1: +6())

[ (I +b())b(1) - Ea (t)—(x +8(2)) + 2 Ejg(t)c,, (x +6(2))

_ ; gyj(t)l,-(x + &Lt))e; +i§la’,-(t)x,- +c¢'(2) - E'Zag(t)
+L:§; j ic,,q,,y (2)y;(2)

ZAF(.r +5(t)) _E | VF I’z +b(2)) —%f_%hf(x + b(t)):i u(t,x +6(t))

+ [z 1) Z 4 00) + 3 1) 222 + 3 l;(I)a;(I)} ult,z + b))
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+.§l(:c)—(z z + 5(2))
[g%—( ) - E2)a) - 3 § Ut )}u(t,x)}
— Y r(mm(méa() m{ {(b (t)—a(t)+zC,y,(t)‘l($+b(l))
+[,-(x):| %(t,erb(t))

+§[b',-(t) —a () + £ oy (e) ~ Lz + b)) + l,-(x)} @13_(1, +b(2))ult,x +b(2))

. [_%,%BZF(Ia:fb(t)) %E az(xé;'b(z)) %;‘gl(aF(xa;,b(t)))l
+i§][,(r+b(r))i(raixiM %?”-‘”b(t”z
_é_ﬁ] 2(I+b(t))} ult,x +6())
4 {_ z %y(z)[(_r +b(2))e; +Za ()x ¢’ (t) —%g X(¢)
+ 35 5 Seaw (030 + 5 L(2)a )
—%;l;(x) %g (x+b(t))2} u(r,x+b(t))}

In view of (3.2a) , (3.2b), (3.2¢c) we have

aa?(z x) - iAu(t 1)+2{—— z)+ l(x )j' #(t x)

°G(x) al(x)| _
+;§1[ ox’ * ox; :' (¢,2)

—%{E(agf) azé(;))+'“( ()+l(1))}i€(t,x)

- emu,mm;(rhf_%]uio) m{ ]ib (t) —a(t)+2 d,y (t) E Cﬁ,(t)j] —(t,l‘ +b(t))

+ %[“f) ~a(0) + 3 dp, (1) - Ef.ﬁa(r)} S (x + b(ult,z +b(2))

i



w2 i
1| ma’(x +b(2)) ol (x +6(t))
+ 2 &= ox: * 2 ox;

-5(Z b+ L) - E b(m} ut,z +b(2))

J{ 5 3550 Bdala + ) +d ) + 50Dz + (1) -5 5 aXD)
+%; :H;]c J,y,(t)y,(t)+2(2dp:1+d)a(t)
%E(Zd;g+d) +%;(Zld;,(xj+b,-(t))+d,-)zJ u(t,x+b(t))}

= u(r))m(:n“«(lm(){ ]:b (t) - a; (I)+2 dﬁy(z) 2 CJbJ(t)J —(t,x +b(¢))

p L AR BU) & pioyp()) - 3 R b(t))i' u(t,z +b(1))

+ [b (1) =alr)+ 2 dy(t) - Zc,-p,-(z)J a—r(x +b(tNult,x + b(2))
]: or,;

m N m.m

1
i
+[— 5 (3eo(0))dur - 5 3 con(e)( &, dbi(t) +d,)

+3 0Oz + () -5 3a¥ ) + 5 5, 5 cuca()n ()
* .‘gl(-é:] difr’)a’(t) + ,gld"a"(r)
+ 3 5 ddb 0)a,+ 5 5 ddyb,(0) + %é{%dﬁ,mﬂ u(r,x+b(r))}.

From (3.2d), we get

2[ laf(xa-:;b(t)) é]ﬂ(Ier(t))z_éhf(x+b(z))}

5 (x4 b)), + 6,(0)) + Sela + b(2)) +e

) -i;]e;frﬁrj " é‘:‘efri rEY _i;]e,-f-r,bj(t) i .%1 epi(t)z,
+ é}e,b,-(t) + %1 eb(t)b,(t)

and hence
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(t r) — Au(t I)+E|:_““(I)+Z(I):J g—j(t,x)
[a G(z) , 2L (:)J I

ox: o.
2[5(3 G(x) az;(:c)) +2(ac+[(x))J s, o)

i=1 or 2 ox; I5)
_ i WG F 0 0)rve u){ [b (t) —a(t)+ % dy(t) —.;2,] cﬂbj(t):l %(i ,x +b6())

[.
[

[b (t) —a(t)+ 2 dy(t) _,é; c,]b,-(z)J g—f(;c +b6(t))ult,z + b(2))

IIM"

e,r,:c,+2e,r,+e+ Ze,x,b(t)+ E  €bi (2)%;

bi(t) + %le;ﬁf(t)b,-(t)} u(t,x +b6(t))

'2'1 % C,yJ(t)) o __é EQ‘%(I)(% db(t)+ ds)
2' a’\(t)x, + (1) ——Eaz(t) +%’E 2 ARG A ETHE S
E(; d_,I_,) ;(t) +i§1d|’ai(r)

f>: S ddb()a,+ 3 5 dd,b(1) + %l'_z'l(éd,,b,(z))j u(t,x + b(t))}

_ eF h(r)}m(xHZa(:le +c(ri{ [b (Z‘) - a (I) 1 2 dy}(t) — % C')bJ(t)J ﬁ(f K s 5 b(t))

g[b (2) —a;(t)+ 2 dy,(t) - 2 c,b,(t)} —(r +b6(t)ult,x +6(2))
4 [% exx; + 2 ex; +e— >: 2(§ c,,;y,(t)) #Ti
+ 2 2 eb(t)x, + Z‘ 2 eh,(t)x; + Ea AL E)E;
+2 3 a(da+5 5 d,-d,-kbk(I)x,-:’u(t,x +6(2))
+ [— 22 () E dbi) +d) + 3 eb(0) + 5 ep()b,(1) + ¢ (2)
= %ZI a’(t) + %,HE, caciyi(£) 3 (2) +i.:§ldia;(t)
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+ 2 2 ddp;(t) +— (Edﬁ,(t)):'u(z‘,x + b(z))}.

In view of (3.3), (3.6), (3.7) and (3.8), we have

(t r)— Au(z I)+E[_(I)+f( )}ﬁ(t x)

2'G(zx)  al(x)| _
+Z]: ox! " 811' (2,z)

_ F(.rﬂ)(l))+G(.r)+IjIIu‘(r).r'+e‘(l) 1 o G(I) ali(‘r) 3
- +3E(FEE 2 520 v o)

b=

+ 2(}_%1 e +f_’=2flefr, + e)}u(t ),

or equally

(t z) = Au(t &) = (

o G(x) o=
,21( a;c 8.1:,-

)) S 2,2)

)) a(t,x)+dualt,z)

which is a Kolmogorov equation.
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SYE, MRS R b B EE R 2R EBOE [E RS, & AR T it
B, MEFRLBEERB A T eSS, MRREST TRABHE LA
fir, {ESEE & EMITR, BRNEREEYNS HFHE, MR8
(Stock-holm) KEREISH0, FRFSHIAYF S NERAERIIR, MR T
ARG LB E R

A Note on Estimation Algebras on Nonlinear Filtering Theory

WEN-LIN CHIou (E33CHn)
Systems Control Letters, 28, 55-63 (1996)

The idea of using estimation algebras to construct finite dimensional nonlinear
filters was first proposed by Brockett and Mitter independently. It turns out that the
concept of estimation algebra plays a crucial role in the investigation of finite
dimensional nonlinear filters. In his talk at the International Congress of
Mathematicians in 1983. Brockett proposed to classify all finite dimensional estimation
algebras. In this paper we consider some filtering systems. In a special filtering
system: (1) We have some structure results. (2) For any arbitrary finite dimensional

state space, under the condition that the drift term is a linear vector field plus a
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gradient vector field, we classify all finite dimensional estimation algebras with
maximal rank. (3) We classify all finite dimensional estimation algebras with maximal
rank if the dimension of the state space is less than or equal to three. A more general
filtering system is considered. The above three results can be ‘used’ locally. Therefore
from the algebraic point of view, we have now understood generically some finite

dimensional filters.
Thermal and Magnetic Studies of Nanocrystalline Ni

Y.D. Ya0, Y.Y. CHEN, C.M. Hsu, H.M. LiN, M. Tal, K.T. Wu (Ri55)
AND C.T. Suo
NanoStructured Mater., 6, 933 (1995)

Ultra-fine Ni particles with average particle sizes from 12 to 100 nm were prepared
by the evaporation technique. The calorimetric effects of nanocrystalline Ni as well as
the NiO and Ni bulk samples were measured between 300 and 800 K. Both an
exothermal effect between 380 and 480 K and an endothermal peak near 560 K were
observed for ultrafine Ni; only endothermal peak was observed for both NiO near 520
K and bulk Ni near 630 K. A shifted magnetic hysteresis loop and a slope change in
saturation magnetization were observed below roughly 50 K for ultra-fine Ni particles
with average particle sizes roughly below 50 nm. This is explained by the effect of
exchange anisotropy interaction between the interfaces of the ferromagnetic region and

the layers of antiferromagnetic NiO on the surface of the nanocrystalline Ni particles.
Optical and Magnetic Studies of SmCo and SmFe Films

K.T. Wu (Y183 ), Y.D. YAO AND T.C. CHEN
J. Applied Physics, 79, 6341 (1996)

Permanent magnetic materials based on iron, cobalt, and rare earths have been

extensively studied during the past years. It is very interesting to study the physical
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properties of film type permanent magnet materials. In this investigation, we report
the optical and magnetic properties of SmCo, SmFe. Sm. Co, and Fe films as well as
the comparison of the electrical resistivity and magnetization behaviors between these
films. The optical transmittance and reflectance have been measured as functions of the
wavelength and the thickness for all the films with thickness less than 2000 A. The
electrical resistivity and magnetization have been measured below room temperature.
The slope of electrical resistivity is decreased with decreasing the thickness of the
films. The films are transparent with thickness less than 800 A for magnetic films. For
films with thickness at 200 Pn\, the values of the transmittance are 50, 48, 38, 18, and
14 for Sm, SmCo, SmFe, Co, and Fe, respectively. This is explained due to the
difference of the magnetic permeability of all the films. The oscillatory behaviors of
reflection for all the films are qualitatively consistent with that of the theoretical
predict for an absorbing surface. Up to now, the best magnetic properties for magnetic
films at room temperature are with an intrinsic coercivity of 1450 Oe and an energy

product of 4.5 MGOe.

Study of the optical properties of In,;, (Al,Ga,.),sAs by variable angle
spectroscopic ellipsometry

J.-W. PAN, J.-L. SHIEH, J.-H. GAU, J.-I. CHYI, J.-C. LEE

AND K.-J. Ling (iZBE)
J. Appl. Phys. 78, (1), 1 July 1995

The optical properties of In, 5, (Al Ga,.)o.sAs epilayers with various x values were
systematically studied using variable angle spectroscopic ellipsometry in the wavelength
range of 310-1700 nm. The refractive indexes were determined and could be given as n
() =0.122°—0.51z +3.6 at the wavelength of 1.55 pm. The measured thickness
of the epilayers agrees within 5.2% of the nominal thickness. The energies and
broadening parameters of the E,and E, + A, transitions as a function of Al composition
were also examined based on the second-derivative spectra of the dielectric function.
The comparison between the results and the reportted data is presented. © 1995

American Institute of Physics.
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Study of The Degree of Disorder in Optical Glasses

CHEN-KE SHU, CHIEN-CHIH KAO AND LUU-GEN HWA (ZEBIR)
Proceeding of Annual conference of the chinese Society for Material Science,

VoL. I, P. 547, 548. QOct 1996

The degree of disorder in glassy materials was investigated by low frequency
inelastic light scatterings. The characteristic length scale ( structural correlation
length) was determined with the aid of Martin-Brenig model from the position of the
low frequency Raman peak and the sound velocity measurements. The value of the
structural correlation length manifests itself as the measure of the degree of disorder in
the glass structure. Some discrepancies of the Martin-Brenig model will be discussed in

terms of our experimental results.
The Structural Investigation of a ZBLAN Glass by Vibrational Spectroscopy

Luu-GEN HwA (ZEE4E) AND CHEN-KE SHU
Chinese Journal of Physics, VoL. 34, No. 5 (1996)

The heavy metal fluoride glasses exhibit high transparency over the frequency
range form the mid-IR to the near UV. They also possess low refractive index, low
material dispersion, low linear scattering loss, and good chemical durability. These
properties make them the promising candidate for a wide variety of applications
ranging form laser windows to infrared fiber optics. The structural investigations of a
typical heavy metal fluoride glass, ZBLLAN, by vibrational spectroscopy ( multi-
phonon edge absorption, infrared reflectivity and polarized Raman scattering
measurements) were performed. From our study, we are able to understand the
fundamental vibrational characteristics of this glass and the primary mechanisms
influencing its infrared transparency. The LOTO vibrational pair splitting was
observed for this glass by IR reflectivity measurement at different incident angle. We
believe that this type of crystal-like behavior is related to frozen in density and

concentration fluctuations in the glass structure during the glass formation. The low
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frequency Raman spectrum (10~100 cm ') -the so called Boson Peak-was also studied
for the same glass. The characteristic length scale (Structural Correlation Length) was
calculated with the aid of Martin-Brenig model. The degree of disorder in the glass

structure will be discussed in the light of the existing theory.
The Synthesis and Chemistry of 9-Chlorobicyclo [6.1.0] non-1 (9) -ene

GON-ANN LEe (ZE %), JAY CHEN, CHAUR-SHENQ SHIAU

AND CHIH-HWA CHERNG
Journal of the Chinese Chemical Sociery, 43, 297-300 (1996)

9-Chlorobicyclo [6.1.0] non-1 (9) -ene (4), a 2-chlorinated 1, 3-fused
cyclopropene, is synthesized and isolated from the dehalogenation of the 1-bromo-9, 9-
dichlorobicyclo [ 6.1.0 ] nonane, itself derived from cyclooctene. Compound 4
undergoes ring opening reaction to generate cycloocteny chlorocarbene (9) which reacts
with water via conjugate addition and ipso-addition to give (E) -2- (chloromethylene)
cyclooctanol (7) and cyclooctene-1-carboxaldehyde (8), respectively. The conjugated
addition of 9 with water is more favorable than the ipso-addition by 3: 1. Compound
4, which is stable at-25C for weeks without any decomposition, reacts with oxygen to
produce 2-chlorocyclonon-enone (12) via the ring-opening reaction adduct, vinyl

alkylcarbene 10.

Stereoselective synthesis and Diels-Alder Reaction of (Z) -and
(E) -1, 2-Bis (phenylthio) -1, 3-butadiene

SHANG-SHING P. CHou (fEl#1T), DER-JEN SUN, AND HAI-PING TAI
Journal of the Chinese Chemical Society, 42, 809-814 (1995)

Bromination of 3-phenylthio-2-sulfolene (2) with N-bromosuccinimide gave 2-
bromo-3-phenylthio-2-sulfolene (3 ) which was converted mainly to 2, 3-bis

(phenylthio) -2-sulfolene (4) by treatment with sodium phenylthiolate. Thermal
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desulfonylation of 4 at different temperatures in the presence of a base (DBU) yielded
stereoselectively the (Z) -and- (E) -1, 2-bis (phenylthio) -1, 3-butadiene (6).
These two geometric isomers could be thermally interconverted. The Diels-Alder
reactions of 6 were also investigated. Only the (Z) -diene 6a could undergo the Diels-
Alder reaction; the (E) -diene 6b was in situ converted to the Z isomer before
undergoing the Diels-Alder reaction. The reaction of 6a with N-phenylmaleimide gave
the cycloaddition product 7 with complete endo selectivity, but under daylight or
during chromatography it readily underwent a thioallylic rearrangement to yield 8 with
inversion of configuration. The cycloaddition of 6a with methyl acrylate proceeded

regiospecifically, but generating a mixture of endo and exo isomers. The endo/exo

ratio could be increased by using ZnCl, as the catalyst.

Regio-and Stereocontrolled Synthesis and Diels-Alder Reactions of
(Z) -2- (Phenylthio) -1- (trimethylsilyl) -1, 3-butadiene

SHANG-SHING P. CHou (E#1T) AND MAO-HSUN CHAO
Tetrahedron Letters, Vol. 36, No. 48, pp. 8825-8828 (1995)

The title compound was synthesized from its 3-sulfolene precursor 2-
(trimethylsilyl) -3- (phenylthio) -3-sulfolene, and the Diels-Alder reactions of the

diene were studied.

Synthesis and Applications of 3-Phenylthio-2-sulfolenes

SHANG-SHING P. CHou (E#1T) AND MAO-HSUN CHAO
Journal of the Chinese Chemical Society, 43, 53-59 (1996)

Treatment of 3-phenylthio-2-sulfolene (1) with an equimolar proportion of
butyllithium at-78C in THF followed by addition of an electrophile gave the 2-
substituted 3-phenylthio-2-sulfolenes (2). The deprotonation was found to proceed

only at the vinylic C-2 position. Some of the 2-sulfolenes 2 underwent desulfonylation
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upon heating with base. Of particular interest was the conversion of 3-phenylthio-2-
trimethylsilyl2-sulfolene (2h) to its 3-sulfolene isomer 6 by sequential addition of
butyllithium and salicylic acid at low temperatures. The 3-sulfolene 6 was desulfony
lated by Kugelrohr distillation at 150C under vacuum to give (Z) -2-phenylthio-1-
trimehtylsily-1, 3-butadiene (8). The regiochemistry of the Diels Alder reaction of this
highly reactive diene 8 was found to be controlled by the phenylthio group, and the
stereochemistry is endo addition. Diene 8 was oxidized to its sulfone derivative 12

which also underwent a stereospecific Diels-Alder reaction.

Electronic and Solvent Relaxation Dynamics of a Photoexcited Aqueous
Halide

WEN-SHYAN SHEU (FF3CE ) AND PETER J. ROSsKY
Reprinted from The Journal of Physical Chemistry, 1996, 100, p1295

The details of the electronic and solvent relaxation dynamics following two-photon
excitation of an aqueous halide ion are studied via nonadiabatic quantum molecular
dynamics simulation. It is found that the branching ratio at very early times (<50 fs)
between two channels, a minor channel involving direct electron detachment to a
spatially separated solvent void and a dominant channel characterized by delayed
adiabatic detachment following a cascade through excited electronic states of the ion, is
determined by the effect of solvent dynamics on the values of the ionic and void
electronic energies, as well as the relative small matrix elements for tunneling into void
states. Solvent dynamics is also found to be important in controlling the rate of electron
transfer whic leads to geminate recombination of proximal electron-halogen atom pairs.
The sensitivity of this recombination rate to the relative energy levels of the unoccupied
valence electron hole on the solvated halogen and that of the hydrated electron is
indicated as the origin of the strong variation in the experimentally observed yield of
diffusively free solvated electrons with halide species. In the case of delayed
detachment, the symmetry characteristics of the one-electron state of the detaching

electron are indicated as critical in facilitating the process; detachment is observed to
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occur only once the predominantly s-like lowest charge transfer to solvent (CTTS)
ionic excited state is reached, and then the onset of separation is essentially immediate.
A favorable solvent fluctuation in the vicinity of the site of detachment also precedes
the onset of separation. Further experiments are suggested to clarify remaining
differences between these conclusions and published interpretations of experimentally

observed very early time relaxation dynamics of the CTTS states.

P-C Bond Cleavage in Platinum Complexes Containing
Bis(diphenylphosphino)methane Promoted with a Phase-transfer Catalyst

IvaN J. B. LIN (#7E), H. I. SHEN, AND DA-FA FENG
Journal of the Chinese Chemical Society, 42, 783-790 (1995)

With a phase-transfer catalyst, Pt-dppm (dppm = Ph,PCH,PPh;) complexes
undergo basic hydrolysis, in which a dppm ligand is hydrolyzed to produce PPh,Me
and PPh,OH (or PPh,0). The ease of this hydrolysis reaction depends partly on the
molecular charges of the metal complexes. Hydrolysis of neutral [Pt(dppm)(L-L)](L-
L=S,C0%, S,P(0O)(OEt)* and mnt =S,C,(CN),”) is slower than that of monocationic
[Pt (dppm) (L’-L’)] ClI(L’-L’ = S,CNEt,, (CH,),S (O) Me and acetylacetonate )
compounds. Among the neutral compounds, hydrolysis of [Pt(dppm)(mnt)] is more
rapid than that of the other two. These results are rationalized according to the ease
with whic partial positive charges are induced on the dppm phosphorus atoms. The
steric effect due to ligands trans to dppm also influences the rate of hydrolysis of Pt-
dppm compounds. When trans ligands are Ph,P (CH,),PPh,, Ph,P (CH,),PPh, and
(Ph,PO,)H, no hydrolysis of dppm occurs. Hydrolysis of Pt-dppm compounds depends
further on the concentrations of both the phase-transfer catalyst and OH ions. All
these results are consistent with nucleophilic attack of OH™ on dppm phosphorus atoms

to release strain in the Pt-dppm ring.
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Study of Au (I) -polypyrrole Interaction

JONG-RAU, JENG-CHENG LEE, AND SHOW-CHUEN CHEN (FEZ=#5)
Synthetic Metals, 79, 69-74 (1996)

Metal-deposited polypyrrole (Ppy) exhibiting traits of enhanced conductivities and
catalysis has aroused interest in the investigation of metal-Ppy interaction. Recently, a
Ppy-based NO,-sensor was found to be interfered by metal ions such as Ag (I), Cu
(II) and Pb (II), hinting at a strong interaction between cations and Ppy. Au (I)
was chosen for study because of its possible stronger affinity to Ppy. Results from
NMR, cyclic coltammetry (CV) and scanning electron microscopy (SEM) /energy-
dispersive spectroscopy (EDS) study suggested the existence of the Au (I) -Ppy

complex.

Synthesis and X-ray Studies of Noncentrosymmetric Merocyanine Dyes — A
Series of Organic NLO Crystals

WIN-LONG CHIA (B 3Zf#), CHUN-NAN CHEN AND HUEY-JIUAN SHEU
Materials Research Bulletin, Vol. 30, No ll. pp. 1421-1430 (1995)

A series of 3-methyl-4- (p’-substituted styryl) pyridine methiodides were readily
synthesized under mild condition with excellent yields. The 3-methyl group was
expected to direct the molecular packing within the crystalline unit cell. X-ray
diffraction analysis of 3-methyl-4-styrylpyridine methiodide crystal clearly showed that
this compound was packed in a noncentrosymmetric way about 50 degrees with respect
to the cvystal polar axis, and proved that the 3-methyl group on pyridine ring did
change the molecular packing from centrosymmetric orientation to noncentrosymmetric
orientation. However, all other compounds we investigated in this paper were found

crystallized centrosymmetrically.
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Styrene Maleimide Copolymer with Stable Second-Order
Optical Nonlinearity

Po-HoU SUNG (5518JE), CHUNG-YUNG CHEN, SHIN-YU WU AND JUNG Y. HUANG
J. Polym. Sci., Polym. Chem. Ed., 34, 2189-2194 (1996)

Radical copolymerization of N- (azo dye) maleimide of N- (substituted phenyl)
maleimide and styrene were carried out using 2, 2'-azobis-isobutyronitrile as an
initiator in THF at 60T . These copolymers exhibit high solubility in most of the
organic solvents and excellent thermal stability up to 280°C under nitrogen
atmosphere. The copolymer films which were heated at 200-240C under high corona
field exhibit d»= 3-5 pm/V, in the Maker-fringe measurement. Experimental results
also showed that the copolymer with azo dye as chromophore did not decay in second

harmonic response even at 130T.

Sol-Gel Process of Non-Linear Optical Silica Films with Organic
Chromophore as Side Chain

Po-Hou Sung (5fEE ), SHAO-LING WU AND, CHIEN-YANG LIN
J. Mater. Sci., 31, 2443-2446 (1996)

A transparent silica film with organic chromophore, Disperse Red 1 (DR1 ), as
side chain was prepared in this study by the sol-gel process. Next, the film was baked
at 120C with corona discharge poling. The resulting films exhibited a second harmonic
response, dy = 46 pm/V. High poling stability was observed when the film was
maintained at 60°C . The effects of HC! concentration on the molecular orientation and

the thermal stability of the specimens were also investigated.
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Improvement of Chemistry Courses for Non-Chemistry Major Undergraduates

SHANG-SHING P. CHou (JE1Z4T) AND GON-ANN LEE (ZEEI%)
h#EER/ T ELEEAHNEE_H

This paper reports on the different chemistry courses offered to non-chemistry
major undergraduates in our university. These courses include general chemistry for
Department of Physics and Department of Biology, organic chemistry for Department
of Biology and Department of Food Science and Nutrition, analytical chemistry for
Department of Food Science and Nutrition, as well as chemistry and life (general
education course) for college of Science and Engineering and College of Foreign
Languages and Literatures. The aims and contents of these courses, teaching
methods, and student performance are studied by interviewing with the department
heads and teachers, and conducting questionaires with students who have undertaken
or are taking these courses.

We found that most of the department heads do not have strong opinions about the
exact course contents, but are very concerned about the reactions of the students to the
course. The students are much interested in topics which are more related to the
everyday life and to their own disciplines. The teachers feel in general that the credit
hours are not enough, and the students are not very interested in these courses. The
latter situation is especially serious for gemeral chemistry which all students have
learned in high school. We suggest that the teachers should emphasize more on the
relationship of chemistry with daily life, and on subjects which the students may find
greater difficulty. As to organic chemistry and analytical chemistry, the teachers
should teach the most fundamental principles, and put emphasis on special topics
which are more important for their future studies. The students who take the -
chemistry and life general education course have more diversed background and
different motivation. The teachers should find their common interest and relate more
to the impact of chemistry on the environment and society. For all these courses the
teachers should continue to improve the teaching methodology and to motivate the

student.
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Molecular Actions of local Anesthetics in Pig Brain and Spinal Cord

S. F. CHEN, F. S. YEN AND C. P. CHANG (3E#EZF), AND C. T. LIN
J. Phys. Chem. 99, 17442-17448 (1995)

Photophysical properties of dibucaine*HCI (DH", a representative local anesthetic
drug) in different regions of pig brain and spinal cord were investigated by emission/
excitation spectroscopy. At 77 K, the observed fluorescence band, maximum at 360
nm, and phosphorescence vibronic structures at 450, 485, and 520 nm indicate that
the drug action species in the nervous system is a neutral dibucaine (D) located at an
action site having a polar environment. The DH" anesthetic drug deprotonates at the
plasma membrane surface, and then the resultant D species partitions into the
interaction site of the nervous system. At room temperature, it was surprising to
observe a strong intramolecular charge-transfer (ICT) band at 432 nm in addition to
the normal fluorescence band at 390 nm. The ICT band originates from the N of the
tertiary amine group to the quinoline analog of neutral dibucaine. When the selective
sections of the drug-soaked spinal cord (i.e., central canal/gray matter, white
matter, and surface plasma membrane) were examined separately, the neutral
dibucaine species was identified to embed in a hydrophobic environment of the white
and gray matter regions. These results could shed some light on the local anesthetic
action mechanisms at the molecular level. The following possible local anesthetic drug
actions in pig brain and spinal cord are discussed: (1) the drug transport mechanisms
due to the dynamic processes of deprotonation-reprotonation (D/DH") in dibucaines,
(2) the effects of the ICT nature of the drugs on the generation of electrical signaling in
nerve cells and the adsorption and delivery of drugs across nerve membranes, and (3)
the interference of releasing, receptor binding, and removal of neurotransmitters by

the drug partition of D/DH" into the nervous system.
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7.Azaindole-Assisted Lactam-Lactim Tautomerization via Excited-State
Double Proton Transfer

PI-TAl CHOU, CHING-YEN WEI, CHEN-PIN CHANG (FR#E7) AND CHIENG-HWA CHIU
J. Am. Chem. Soc., 117, 7259-7260 (1995)

The photophysics of 7-azaindole (7AI) have been studied extensively since Taylor
et al. first reported the excited state double proton transfer (ESDPT) in the 7Al
dimer. The current topic of ESDPT in a variety of 7Al hydrogen-bonded complexes
has important applications for probing both solvation dynamics and biological systems.
The ESDPT reaction in 7AI hydrogen-bonded systems can be classified into two
categories. The acid, alcohol, and water assisted ESDPT in 7Al can be specified as a
catalytic process since the molecular structure of the guest species (e. g., acetic acid
in the acetic acid/7AI complex) remains unchanged (Figure la). On the other hand,
adiabatic ESDPT in the 7AI dimer results in a 7AI""/7AI" form (Figure Ib) consisting
of an excited and an unexcited proton-transfer tautomer ( * represents the excited
state). Since both host and guest molecules change their structures, the ESDPT is a
noncatalytic process in which 7Al in the dimeric form acts not as a catalyst but rather
as a reactant. The latter case is important from a chemistry perspective. In the acetic
acid catalyzed ESDPT reaction, the 7AI"— 7AI"" tautomerization has been estimated
to be ~— 13 keal/mol exothermic. Since the noncatalytic type of ESDPT requires
simultaneous tautomerization for both 7AI and its guest molecule, this process, from

the energy viewpoint, provides ~ 13 kcal/mol excess.
Structure and Thermodynamics of 7-Azaindole Hydrogen-Bonded Complexes

PI-TAI CHOU, CHING-YEN WEI, CHEN-PIN CHANG (FR$EZ*) AND KUO MENG-SHIN
J. Phys. Chem., 99, 11994-12000 (1995)

The thermodynamics of a variety of 7-azaindole (7AI) hydrogen-bonded

complexes in the ground state have been studied on the basis of absorption spectroscopy
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in combination with ab initio calculations at 6-31G" level. The results indicate that the
strength of hydrogen bonding significantly affects the ground-state electronic
configuration of 7Al in both normal and tautomer forms. The enthalpy, AH, of the
association reactions was calculated to be—14.2, —11.3, and —9.2 kcal/mol for the
1:1 acetic acid/7AI complex, 7AI dimer, and methanol/7AI complex, respectively.
These values are in fair agreement with the experimental results of —12.3, - 9.5, and
~ 6.3 kcal/mol. Calculations also show a stronger hydrogen-bonding effect in the
tautomer complex forms than in their respective normal forms. Relative energy levels
of excited-state double proton transfer are discussed on the basis of gorund-state

thermodynamics in combination with the spectroscopic data.

Synthesis and Spectroscopic Studies of 4-Formyl-4’-N, N-Dimethylamino-1,
1’-Biphenyl: The Unusual Red Edge Effect and Efficient Laser Generation

PI-TAlI CHOU, CHING-PIN CHANG (F&R$E7) JOHN H. CLEMENTS, AND KUO MENG-SHIN
Journal of Fluorescence. Vol. 5. No. 4. (1995)

The synthesis and photohpysics of 4-formyl-4’- N, N -dimethylamino- 1,1’ -
biphenyl are reported. The emission spectrum in various solvent polarities
demonstrates solvatochromism, indicating that the fluorescence originates from an
electonically excited species with a strong charge transfer character. The change in Ay
[V (absorption) - v, (cinission)] varies from ~ 1500 cm ' in n-heptane to as
much as ~7500 cm ™' in acctonitule. In protic solvents, the unusual excitation energy-
dependent steady-state emission (red edge effect), resulting from solvent dielectric
relaxation, was observed in media with a low viscosity. The large Stokes-shifted and
high-yield fluorescerice led to the observation of the efficient lasing action. The
frequency tunability of the laser output is strongly solvent dependent, generating a new

charge transfer laser dye in the blue-green region
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The Role of Lipid Peroxidation in Menadione-Mediated Toxicity
in Cardiomyocytes

WOAN-FANG TZENG (Z#i7 ), JIA-LUEN LEE AND TZEON-JYE CHIOU
J. Mol. Cell. Cardiol. 27, 1999-2008 (1995)

The role of lipid peroxidation in menadione-mediated toxicity was studied in
neonatal rat cardiomyocytes. Incubation of cardiomyocytes with menadione resulted in
depleted cellular glutathione levels, increased intracellular Ca’* and increased lipid
peroxidation which all occurred prior to cell degeneration. Pre-treatment of cells with
cysteine suppressed the menadione-induced cell degeneration and prevented changes in
glutathione levels, intracellular Ca’", and lipid peroxidation. Pre-treatment of cells
with fura-2 acetoxymethyl ester, a Ca’' chelator, reduced menadione-induced cell
degeneration and lipid peroxidation but it did not block cellular glutathione depletion.
Pre-treatment of cells with deferoxamine mesylate, an iron chelator, also reduced both
menadione-induced cell degeneration and lipid peroxidation; however, it did not
prevent the menadione-induced increase in intracellular Ca’", nor the depletion of
glutathione. Thus, the inhibition of menadione-induced lipid peroxidation by
deferoxamine mesylate prevented cell degeneration even though intracellular Ca®’
remained elevated and glutathione remained depleted. The protective effects of
deferoxamine mesylate and fura-2 AM on menadione’s toxicity were inhibited by
addition of FeCl; to cells. Ferric ions did not inhibit the protective effect of cysteine.
These data suggest that menadione-induced cardiomyocyte degeneration is directly
linked to iron-dependent lipid peroxidation and less tightly coupled to elevation in

intracellular Ca®* or depletion of glutathione.

Molecular Cloning and Expression of the Coat Protein Genes of Cf,
a Filamentous Bacteriophage of Xanthomonas Campestris Pv. Citri

MEeI-KWEI YANG (#3E4E), HUEI-MEI HUANG, YEN-CHUN YANG AND WEI-CHIH Su
Bot. Bull. Acad. Sin., 36, 207-214 (1995)
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Particles of the filamentous bacteriophage Cf contain a major coat protein, the B
protein, with a molecular weight of approximately 6,000. In addition, a minor coat
protein, the A protein, with a molecular weight of about 50,000, was also identified
on sodium dodecyl sulfate-containing polyacrylamide gels. A 3.3 kbp Hinc II fragment
derived from Cf genome was cloned into the expression plasmid pG308N, an E. coli
plasmid which carries pL. promoter. The recombinant plasmid pG33 and a series of
deletion derivatives of pG33 were constructed and transformed into E. coli DG116 for
expression of phage Cf genes. The genes coding for A and B proteins of Cf were found
on the 2.0 kbp EcoRI-HincII fragment. The complete nucleotide sequences of the 2.0
kbp EcoRI-Hincll insert were determined. The deduced amino acid sequence
corresponds to a 62-amino acid-residue polypeptide that has a calculated Mr of 6070
was identified as the B protein by SDS/PAGE and immunoblotting. Another open
reading frame (ORF419) downstream of the B protein gene (ORF62) was found, and
was shown to code for a polypeptide of 419 amino acids with a calculated Mr of 44,676

that exhibits considerable identity to the A protein.
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Tracking Control of Robot Manipulators with Parametric Uncertainty

Kuo-KAl SHYU, KOU-CHENG Hsu (fREJB() AND PENG-HSIEN CHU
15th IASTED International Conference on Modelling, Identification and Control,
Innsbruck. Austria, pp. 39-42 (1996)

An adaptive variable-structure-like controller for robot manipulators with
parametric uncertainty whose upper bound was unknown was derived in this work. It

was shown by simulation, without knowing the bounds of the uncertainty, the
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presented adaptive variable-structure-like controller can, not only stabilize the robot
manipulators but also reduce the chattering phenomena. Moreover, the tracking errors
of the robot manipulators can also be guaranteed to converge to zero, which prevents

the divergence of the estimation law for the unknown uncertainty bound.

Decentralized Variable Structure Control Design for Uncertain
Large-Scale Systems

KOu-CHENG Hsu (#=EE) , AND Kuo-KAlI SHYU
15th IASTED International Conference on Modelling, Identification and Control,
Innsbruck, Austria, pp. 274-277 (1996)

In this paper, a new decentralized variable structure control for large scale
interconnected systems is proposed. This new decentralized variable structure control
ensures the global reaching condition of the sliding mode of the composite system.
Furthermore, the convergence speed to the sliding mode can be assured at least with a
given exponential speed by the proposed controller. Finally, a numerical example is

included to illustrate the result.

Asymmetrie Interpolation Lattice

JENQ-TAY YUAN (R IEFE)
IEEE Transactions on Signal Processing, Vol. 44, No. 5, pp. 1256-1261 (1996)

This paper presents a new lattice structure for linear interpolation. The
interpolation lattice structure is asymmetric in the sense that the number of past and
future values linearly weighted to estimate the current value does not have to be
identical. The lattice structure provides a computationally efficient and structurally
flexible realization for the interpolation lattice. It also leads to a generalization of the

concepts of the well-known linear prediction lattice and symmetric interpolation

lattice.
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Separation of Cinese Characters From Graphics

JING-YUH WANG, LIANG-HUA CHEN (B B #E), Kuo-CHIN FAN
AND HONG-YUAN MARK LIAO

Proceeding of International Conference on Document Analysis and Recognition,
Montreal, Canada, pp. 948-951 (1995)

In this paper, we propose a robust algorithm to separate Chinese characters form
line drawings. This approach is based on the clustering of all feature points in the
images. Using our algorithm, all Chinese characters can be completely separated from
graphics without regard to the size, orientation and location of Chinese characters even
if the characters touching or overlapping line problem occurs. Experiments chow that

our algorithm can be applied to both geographical information systems and forms

processing .






