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2 On Structure Spaces of Double Algebras

can be extended to general locally compact groups. In this paper
we give an answer to Reiter’s question within the more general
context of double algebras.

2. DOUBLE ALGEBRAS

In this paper we need a weakened version of the approximate
units usually defined for topological algebras.

Definition 2.1. Let R be an algebra which is also a topological
space with topology Jz (Note that (R, J;) need not necessarily
form a topological algebra). Then R is said to have right appro-
ximate units if, given any f€R and any neighborhood V of f, there
exists # € R such that fue V.

1t is clear that R has right approximate units if and only if fe
the closure of fR, for all feR.

Definition 2.2, Let A be a topological algebra with topology J.
and let B be a subalgebra of A. Then the pair (B, A) is called a
double algebra if

(D1) B is a dense left ideal of A.

(D2) B is a topological space with respect to some topology Js.

(D3) Jy is stronger than the relative topology on B induced
by Ja.

(D4) For any g B, the mapping f— fg (f€A) is continus from
(A, J,) into (B, Jg).
Moreover, if both A and B have right approximate units, then
(B, A) is called a D-algebra.

Note that Definition 2.2 is slightly different from [12; Definition
1.2]. The class of double algebras includes a wide variety of inter-
esting special cases such as Segal algebras ([8; §51, [10], [111),
normed ideals [5], and A-Segal algebras [4; Examples 15-24].

Because there are two topologies involved in a double algebra
(B, A), to avoid confusion, we make the following convention:

For a set Sc A, S denotes the closure of S in (A, J,), while
for a set S B, §® denotes the closure of S in (B, Jg).
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Before going to our main analysis, we observe the following
basic facts: Let (B, A) be a double algebra and let S and T bhe
subsets of A. Then we have

(a) S+TcS+T.

(b) aS=aS, where a is a scalar.
(e} §TcET.

(d) SA =SB.

(e) S®cS, provided Sc B.

(f) ST c ST®, provided T c B.

Though these facts are elementary, they will make the proofs sim-
pler and more lucid.

3. CANONICAL CORRESPONDENCE PROPERTY

For a double algebra (B, A), there is a natural mapping from
the set of all ideals of A into the set of all ideals of B which takes
I to INB. For any specific class of ideals, if this natural mapping
restricted to it on both domain and range is bijective, then (B, A)
is said to have the canonical correspondence property on that specific
class. For instance, (B, A) is said to have the canonical correspon-
dence property on closed right ideals if I—-INB is a one-to-one
mapping from the set of all closed right ideals of A onto the sets
of all closed right ideals of B.

As we shall see below, any D-algebra has the canonical cor-
respondence property on closed right ideals. In the next section we
will study the canonical correspondence property on some other
important classes of ideals.

Lemma 3.1, Let (B, A) be a double algebra.

(i) If I is a closed (right, left, or two-sided) ideal of A, then
INB is a closed (resp. right, or two-sided) ideal of B.

(ii) If ] is a closed (right, left, or two-sided) ideal of B, then
7 is a closed (resp. right, left, or two-sided) ideal of A.
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Prooof. (i) Clear, since the topology Jp is stronger than the
topology Ja.

(ii) We prove the assertion for right ideals, the proofs for left
or two-sided ideal being completely analogous. Observe:

J+JeT+Je];
a] =a) cJ, where « is a scalar,
Ja=TEe JBe].

Therefore J is a closed right ideal of A.

Lemma 3.2. Let (B, A) be a double algebra.

(i) If A has right approximate units, then InB =1 for each
closed right ideal 1 of A.

(ii) If B has right approximate units, then InB =] for each
closed right ideal J of B.

Proof. (i) Since I is a right ideal of A and B is a left ideal
of A, we have IBc InB and therefore

IBcinBel=1I (1)
Since A has right approximate units, we have

1elA=1B. (2)
By (1) and (2), we have InB=1.

(ii) Note that

BBeB' e =]c]nB, (3)
On the other hand, since J N Bc B and B has right approximate
units, we have

JnBc(nB)B" cJB”. (4)
By (3) and (4), we have JnB = ].

Theorem 3.3. (Reiter’s ideal theorem). Let (B, A) be a D-algebra.
Then (B, A) has the canonical correspondence property on closed
right ideals.
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Proof. Lemma 3.1 (i) shows that I—-1NB (I being a closed
right ideal of A) is a mapping from the set of all closed right
ideals into the set of all closed right ideals of B, and Lemma 3.2
(1) shows that the mapping is injective. Finally, Lemma 3.1 (ii)
and Lemma 3.2 (ii) together show that the mapping is surjective.
Therefore the mapping is bijective and the theorem is proved.
Incidentally we also proved that the inverse of this mapping is

J—7, ] being a closed right ideal of B.

As a matter of fact, Theorem 3.3 (including Lemmas 3.1 and 3.2)
was already established in [12; Theorem 1.4]. We have stated (in
a different way) and proved it again, just for the convenience of
our latter development.

Remark. It is interesting to note that among two-sided normed
ideals N on a locally compact group G, the double algebra (N, L*(G))
having the canonical correspondence property on closed right ideals
is a characterization of symmetric Segal algebras. For the details
see [6; Theorem 4.3].

It follows from Theorem 3.3 that if (B, A) is a D-algebra, then
(B, A) has the canonical correspondence property on closed right
ideals, in particular (B, A) has the canonical correspondence pro-
perty on closed two-sided ideals. Reiter [8; §16, Theorem 1) proved
that this canonical correspondence preserves the existence of appre-
ximate units for closed ideals, under the case of Segal algebras on
locally compact abelian groups. His proof is based on some non-
trivial preparation. Happily enough, as we shall see below, an
elementary proof is actually available even under the more general
case of D-algebras.

Theorem 3.4. Let (B, A) be a D-algebra. Then a closed two-

sided ideal I of A has right approximate units if and only if the
closed two-sided ideal INB of B has right approximate units.

Proof. Suppose I has right approximate units. Let any f€InB
be given, then f= fI and then f= fIn B. Since fINn B B and
B has right appaoximate units,
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FfinBc (finB)B cfIB c (/) B
=) B = fdB) cfinB .

BB

Therefore f e fINB)* and this proves that INB has right appro-

ximate units.

Conversely, suppose I N B has right approximate units. Given
any f €1, then we have fBcIn B. Since I N B has right appro-
ximate units, we have

fBc (FB) (I n B)” c f/[B n B)] c f(BD) c fI.

On the other hand, since A has right approximate units, we have

fefA=fBcfl.
This proves that I has right approximate units.

When specialized to Segal algebras, Theorem 3.4 yieids the fol-
lowing corollary.

Corollary 3.5. Let G be a locally compact group and let S(G)
be a symmetric or pseudo-symmetric Segal algebra on G. Then a
closed two-sided ideal 1 of L'(G) has right approximate units if
and only if the closed two-sided ideal I n S(G) of S(G) has right
approximate units.

Proof. [8; Proposition 1] implies that (S(G), L*(G)) is a D-
algebra and the corollary follows immediately from Theorem 3.4.

Corollary 85 combined with Lemma 3.2 gives an answer to
Reiter’s question [8; p. 92, lines 6-8].

4. STRUCTURE SPACE

For any term not explained in this section, we refer the reader
to [2; Ch. III, Ch. IV] or [9; Ch. II].

Definition 4.1, Let R be an algebra which is also a topological
space with topology Jgz. Then R is said to be modular closed if
every maximal modular left ideal of R is closed in the topology Js.
A double algebra (B, A) is said to be modular closed if both A and
B are modular cjosed.
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Every Banach algebra is modular closed. Also any modular
annihilator topological algebra [1] is modular closed. Since every
primitive ideal (and hence every maximal modular two-sided ideal)
of an algebra is the intersection of the maximal modular left ideals
containiﬁg it [2; §24, Proposition 12 (iv)], all primitive ideals and
all maximal modular two-sided ideals are alse closed in a modular
closed algebra.

The goal of this section is to show that every modular closed
double algebra (B, A) has the canonical correspondence property
on maximal modular left ideals, on maximal modular two-sided
ideals, and on primitive ideals; and that A and B have homeomor-
phic (strong) structure spaces.

In the following, notations E(1—#) and (1 — #)E denote re-
spectively the sets {f—fu|fe E} and {f—uf|f e E}

Lemma 4.2. Let (B, A) be a double algebra.

(i) If J isa closed left ideal of B, then J is aleft ideal of A.

(ii) If J is a proper modular closed left (two-sided) ideal of B
with # as a right (two-sided) modular unit, then J is a proper
modular left (two-sided) ideal of A with # as a right {two-sided)
modular unit.

Proof. (i) Observe
AJ=BJcBJ*cJ®=].
Therefore J is a left ideal of A.

(ii) By hypothesis, B{(l—#)c ] (and (1—u)B c J). There-
fore

A(l—u)=Bl—-w)cBl—-uw)c]J
(and (1—uw)A=(1—-u)Bc({d=u)Bc]).

This shows that # is a right (two-sided) modular unit for J. Since
given any fe€]J we have fu=f— (f—fu)e ], Juc ]J. Thus, if
# & J, then we would have

weJucJu®cJ® =].

Then given any f€ B we would have
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f=(f—fu)+[fu— (fu)ul + fut € ]J.
Thus J =B which contradicts the hypothesis. Therefore # ¢ J and
therefore J+# A. This complete the proof.

Note that the two-sided version of Lemma 4.2 (i) does not hold.
That is, if ] is a closed two-sided ideal of B then ] is not neces-
sarily a two-sided ideal of A. To see this, just take J = B.

Lemma 4.3. Let (B, A) be a double algebra in which A is
modular closed.

(i) If I is a modular left ideal of A which is dense in A,
then I = A. !

(ii) If I is a proper modular left (two-sided) ideal of A, then
I N B is a proper modular left (two-sided) ideal of B.

Proof. (i) If I# A, then I could be extended to a maximal
modular left ideal L of A. Since A is modular closed, L is closed
in A and therefore Tc L & A. This contradicts the hypothesis:
I being dense in A. Therefore I= A.

(ii) If InB=B, then Bcl which would imply that I is
dense in A. Then 1= A by (i). This leads to a contradiction.
Hence I n B+ B. Next note that I+ B is a left ideal of A which
contains both I and B. Therefore 1+ B is a modular dense left
ideal of A and therefore I+ B =A by (i). Now let # be a right
(two-sided) modular unit for I, then there exist f€l and v B
such that # = f+v. Clearly ¢ is also a right (two-sided) modular
unit for I. That is,

A(l=v)cl (and (1—2v)AcCI),
in particular, we have
B(l—2)cl (and (1—2)Bcl).
On the other hand, since » € B, we have
B{l—2)cB (and (1—2)Bcl).
Therefore
B(1—=»)cInB (and (1—-2)Bc1n B)
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and this proves that I n B is modular.

Theorem 4.4, Let (B, A) be a modular closed double algebra.
Then (B, A) has the canonical correspondence property on maximal
modular left (two-sided) ideals.

Proof. Let 1. be a maximal modular left (two-sided) ideal of
A. We will show that L N B is a maximal modular left (two-side)
jdeal of B.

By Lemma 4.3 (ii), L n B is a proper modular left (two-sided)
ideal of B. Now let J be any left (two-sided) ideal of B such that

LnBSEJe B,

Without loss of generally, we may assume that J is closed in B,
since B is modular closed. Then ] ¢ L and then J ¢ L. Since Jisa
left (two-sided) ideal of A, L+ 7 is a left (two-sided) ideal of A
properly containing L, and therefore L-J = A. Observe

L+JoL+J=L+7=A
which implies that L+ J is dense in A. By Lemma 4.2 (i), J is
a left ideal of A, therefore L+ ] is a modular dense left ideal of
A. By Lemma 43 (i), L+ J = A. Thus for any b &€ B, there exist
leLl and j € J such that b =1+ j. By this we have [ =b—j € B.
Therefore le L NBc ] and therefore b=I[!4j&]. Thus J=B
which implies that L N B is maximal.

Conversely let M be a maximal modular left (two-sided) ideal
of B. We will show that M is a maximal modular left (two-sided)
ideal of A:

Let # be a right (two-sided) modular unit for M, then by
Lemma 4.2 (ii), M is a proper modular left (two-sided) ideal of A
with # as a right (two-sided) modular unit. Now let I be any left
(two-sided) ideal of A such that M c IS A. Then by Lemma 4.3
(ii), we have

McMnBclInBS&EB.
Since M is maximal, M =1> B. Given any i €I, we have

iu=i—(i—in) €1,
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therefore iu=1n B=Mc M, and therefore
i=(i—iu)+4+iuec M.

Hence I =M which shows that M is maximal.

Finally by the results we proved above, it is readily checked
that LNB=L and MNB=M for any maximal modular left
(two-sided) ideal L of A and for any maximal modular left (two-
sided) ideal M of B. Therefore the mapping L—L n B from the
set of all maximal modular left (two-sided) ideal of A into the set
of all maximal modular left (two-side) ideal of B is bijectie.
Incidentally, like Theorem 3.3, we also proved that the inverse of
this correspondence is M—>M, M being a maximal modular left
(two-sided) ideal of B.

Corollary 4.5. Let (B, A) be a modular closed double algebra.
Then

(i) rad (B) =rad(A) N B and rad, (B) = rads (A) N B, where
rad denotes radical and rads denotes strong radical.

(ii) If A has right approximate units, then

rad (A) = rad (B) and rad: (A) = rad, (B).
Proof. (i)

rad (B) = n { M| M is a maximal modular left ideal of B}
N{LnB|L is a maximal modular left ideal of A}
(N{L|L is a maximal modular left ideal of A })NB
=rad (A) n B.

Il

Similarly, rads (B) = rads (A) n B.
(ii) Note that rad (A) is a closed two-sided ideal of A, there-
fore, by (i) and Lemma 3.2 (i), we have

rad (A) =rad (A) n B =rad (B).

Similarly, rads (A =Tad, (B). Thus we complete the proof.
Recall that the left annihilator of A is the set lan (A) defined by
lan(A) = {feA|fA={0}}.
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For the condition: lan (A) = {0} will appear in the following corol-
lary as a hypothesis, it is worth noting under what conditions, we
have lan(A) = {0}.

(a) If A has right approximate units, then lan (A) = {0}.

(b) If A is an annihilator algebra, then lan (A) = {0}.

(¢) A is semi-simple > A is semi-prime = lan (A) = {0}.

The proof of (a) is easy. (b) is just a part of the definition of
annihilator algebras. For the proof of (c) see [2; §30, Lemma 4 and
Proposition 5].

Corollary 4.6. Let (B, A) be a modular closed double algebra.
1f A is (strongly) semi-simple, so is B. Conversely, if B is
(strongly) semi-simple and lan (A) = {0}, then A is also (strongly)
semi-simple.

Proof. The first part of the corollary follows immediately from
Corollary 4.5 (i). Now suppose B is semi-simple and lan (A) = {0}.
Then ‘

rad (A)B c rad (A) N B = rad (B) = {0},
and then
rad (A)A =rad (A)B c rad (A)B = {0] = {0}.
Thus rad (A) c lan (A) = {0}. Therefore A is semi-simple.

Theorem 4.7. Let (B, A) be a modular closed double algebra.
Then (B, A) has the canonical correspondence property on primi-

tive ideals.
Proof. We first establish the following assertion (*):
(*) Given any maximal modular left ideal L of A, we have
{feA|lfAcL)nB={feB|fBcLnB}
Proof of (*): It is clear that
{feAl|fAcL}oBc{feB|fBcLNnB}

Conversely, given any ge {feB|fBcLnB}, then we have
ge B and gBc L nB. Since '
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gA=¢gBc¢gBcLnB=L,
ge{feA|fAcL}nB. Therefore

{feB|fBcLnBlc{feA|fAcCL}NnB
and therefore

{feAlfAcL}nB={feB|fBcLnB}.

Thus we established (*).

Now, by (*) and Theorem 4.4, it is clear that P-PNn B is a
mapping from the set of all primitive ideals of A onto the set of
all primitive ideals of B. To prove the mapping is injective, let
P and P’ be two primitive ideals of A such that

PnB=P nB.
Then

PBecPnB=PnBcpP.
By [2; §24, proposition 12 (iii)] we have P c P’, since B & P’
Similarly, we have P’ € P. Therefore P = P’. Thus the mapping
P-—P n B is injective. This completes the proof.

Unlike Theorem 3.3 and Theorem 4.4, we do not know whether
the inverse of the correspondence in Theorem 4.7 is Q =@, Q being
a primitive ideal of B. It becomes true if A has right approximate
units.

Theorem 4.8. Let (B, A) be a modular closed double algebra.
Then the structure space T, of A is homeomorphic with the
structure space II; of B under the canonical correspondence:
P— P n B, P being a primitive ideal of A.

Proof. Let F be a subset of I7, and denote its image in Iy
by G under the canonical correspondence, Then

ker (G) = ker (F) n B,

If we can establish the following assertion (**) then the proof is

complete.
(**) F = hul (ker (F)) & G = hul (ker (G)).
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Proof of (**):

(=) Let Q be any primitive ideal of B which contains ker (G).
By Theorem 4.7, there is a (unique) primitive ideal P of A such
that Q =P n B. Then

ker (F)Bc ker (F) n B=ker (G) cQ cP.

Since B¢ P, ker (F)cP. By hypothesis PeF. Hence Q=PnBeG.
Therefore hul (ker (G))cG which forces G = hul (ker (G)).

(&) Let P be any primitive ideal of A which contains ker (F).
Then

PnBoker(F) N B=ker (G)

and then PNB € hul (ker (G))=G. Thus PeF. So hul (ker (F))cF
which forces F = hul (ker (F)).

Theorem 4.9. Let (B, A) be a modular clouble algebra. Then
the strong structure space &, of A is homeomoephic with the
strong structure space Z; of B under the canonical correspondence:
L—-LnB, L being a maximal modular two-sided ideal of A.

Proof. Since any maximal modular two-sided ideal is primitive,
the proof of Theorem 4.8 can be transferred to here in terms of
maximal modular two-sided ideals.

Corollary 4.10, Let (B, A) be a modular closed double algebra.
Then B is completely regular if and only if A is completely regular.

o~

Proof. Let V be an open set of £, and denote its image in &,
by W under the canonical correspondence. Then

ker (W) = ker (V) n B.

1f ker (V) is modular then ker (W) is also modular by Lemma 4.3
(ii). Conversely, if ker (W) 1is modular, then since

ker (V) o ker (V) N B = ker (W)

and since ker (W) is modular by Lemma 4.2 (ii), ker (V) is also
modular. Thus the corollary follows from the result we established
above, Theorem 4.9, and the definition of complete regularity.
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Remark., If A is commutative, then it can be proved that the

carrier space of A is homeomorphic with the carrier space of B.
For the proof see [3; Theorem 2.1].

(1)
(2)
(3)
(4)
(5)
(6)
(7)
(8)
(9)
(10)
(11)
(12)
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ON THE USE OF LANCZOS METHOD FOR
SOLVING NONSYMMETRIZABLE
LINEAR SYSTEMS

KanG C. JEA, SueEN-I1 CuEN, and FANG-Sun Lu*

Department of Mathematics

ABSTRACT

Solving Az = b when A is nonsymmetrizable by the idealized
generalized conjngate gradient (IGCG) method requires extensive
computer storage and computational effort. The IGCG method can
be greatly simplified by introducing a fictitious system and we
derived three variations of the Lanczos method. Among these three
procedures, Lanczos/ORTHODIR is shown to be the most reliable
one, but floating overflow always occurs during computation. A
normalized Lanczos/ORTHODIR procedure has been developed for
use on a minicomputer or microcomputer.

1. INTRODUCTION

In this paper we are concerned with certain iterative methods
for solving the linear system

Au=0> (1.1)

where A is a given real NXN nonsingular matrix which is large
and sparse, and b is a given Nx1 column vector.

The conjugate gradient (CG) method, developed by Hestenes
and Stiefel?, can be effectively used to solve (1.1) when A is
symmetrizable in the sense that ZA is symmetric positive definite
(SPD) for some SPD matrix Z. A number of generalizations of the
CG method have been proposed for the nonsymmetrizable case.
Young and Jea®s.® considered a method called the idealized gener-
alized conjugate gradient method (IGCG method) for this case.
The 1GCG method has three equivalent forms, named ORTHODIR,
ORTHOMIN, and ORTHORES, each converges to the true solution
in at most N iterations under very general conditions. Unfortunately,

% current address: Telecommunication Laboratory, Taipei.



18 Nonsymmetrizable Linear Systems

however, the determination of a given iteration vector requires
information on all preceding iterations. Thus a tremendous amount
of computer storage and computation effort is required. Jea®
showed that the IGCG method can be greatly simplified if one has
available a matrix H satisfying condition I with respect to A, i.e,
if HA = A™H. The resulting procedures are called ORTHODIR(2),
ORTHOMIN(1), and ORTHORES(1), respectively, according to the
number of previous vectors required for determing the present
iteration vector. Although we can prove such a matrix H always
exists, it is not easily constructable. Jea and Young® introduced a

fictitious system
AT =D. (12)

For the present we will not specify 5. It is obvious that for any b,
the vector & = [u", #7]T satisfies the double system

A =5 (1.3)

A=[A 0], u=[“] and 6:[?],
0 AT ” 5

if and only if # satisfies (1.1) and # satisfies (1.2). Moreover, if

we choose

B [0 I]
L @
than HA = A"H, that is H satisfies condition 1 with respect to
A. Therefore, solving (1.3) by ORTHODIR, ORTHOMIN, and
ORTHORES will reduce to ORTHODIR(2), ORTHOMIN(1), and
ORTHORES (1), respectively. We omit formulas involving the
fictitious vector #¢® for the solution of (1.2) and give formulas for
these three methods in Table 1. Here we find that ORTHOMIN(1)
with Z=H for (13) turns out to be the Lanczos method for
solving (1.1), thus we name these resulting procedures as Lanczos/
ORTHODIR, Lanczos/ORTHOMIN,and Lanczos/ORTHORES, respec-
tively.
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Table 1. The Lanczos method for the nonsymmetrizable case

19

#® is arbitrary, »®=§ — Au®, and #0) is arbitrary.

Lanczos/ORTHODIR:
g = ®
7 = 7O
U = M 1 R gUn
- (7™, gt™) + (r™, gtm)
A= 2(Ag(™, g(m)
g™ = Agn-1 — g, q("-1 — b, gD, n=1,2,...
M = ATQUI-D — g, qui-D — b, gD, p=1,2,...

(Agtr-b, ATG(-D)
n = A g(h=1) p(n—1)
%= T (Agan, gea-m)
y _ (AGE™D, AT GAmD) 1 (Aqer=, ATGHD)
"o 2(Agtn-D, gr-)
_ (Agt#-, gtn-1) _ .
= (Aq("-g}, &("—3)) ’ = 2, 3,- ey (b1 = U)
FOHD w0 — X Ag(™

FOED = Z( X AT g(®

=1, Zyaea

Lanczos/ORTHOMIN:
PO = O
PO = 7
#BHLD = (M) -, PO
(rtm), 7))
Ny e
(Ap™, pM)
P = 7)o@, p-D), =1, 2.,
5(”)=;€") .i_w”E("—l), n=1,2...
7(m, Fm
PR Lt o) RS 1T

(rin-1), g0y '
yI+D = (M) — 3, AP
FH = pn) _ p, ATHM
Lanczos/ORTHORES:

D = po i (W + ppay 7)) b (1 — pay) w0

I oo )
Tntr = (Ar™, m)

T ey B e)  3 ]" _ ¥
7D = py g (7 — gy ArY £ (1 = paiy) 7578

FOHD = p (F o ATFID) 4 (1 — ppyy) 700D
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It is easy to show that if (Ag™, ¢m) = 0 but »* # 0, Lanczos/
ORTHODIR breaks down; if (Ap™, ptm) =0 or (#™, 7M) =0 but
7" £ 0, then Lanczos/ORTHOMIN breaks down; and if (Art™, 7))
=0 or (™, ¥®) =0 but 7™ x 0, then Lanczos/ORTHORES will
break down. Moreover, we can prove the following

Theorem. Lanczos/ORTHOMIN converges if and only if
Lanczos/ORTHORES converges. If these two procedures converge,
then Lanczos/ORTHODIR will converge, too, and the three methods
are equivalent.

The following counterexample shows that the convergence of
Lanczos/ORTHODIR does not imply that of Lanczos/ORTHOMIN
nor Lanczos/ORTHORES. Therefore, among these three methods,
we consider Lanczos/ORTHODIR as the most reliable one.

Example. Solve

& Wle-G

where 1 js the N x N identity matrix and k denotes a N X 1 column
vector whose components are constant Z.

If we choose u®=[1%, 271" and 17“”:[_@?, 17]%,then r‘“’z[f, 0= ]F
and (79, #9)=0 but 7 %=, Therefore, both Lanczos/ORTHOMIN
and Lanczos/ORTHORES break down. If we apply Lanczos/
ORTHODIR, we will have /Ta =0 and #V=[1%, 27]7. Then a; = 0, g
=[07, I*F, qw = [17,07]%, and 21 =1. Thus, #® = [17,37]1" = &, the
exact solution.

We ran numerical expriments of these three procedures on
PDP-11/34, computer of our College of Science and Engineering.
Floating overflow always occurs for Lanczos/ORTHODIR. In order
to avoid this, we propose a new algorithm named normalized
Lanczos/ORTHODIR. This method does not overflow during com-
putation, but of course, it takes a little extra work than Lanczos/
ORTHODIR.

2, NORMALIZED LANCZOS/ORTHODIR
In the above section we claimed that Lanczos/ORTHODIR is
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more reliable than Lanczos/ORTHOMIN and Lanczos/ORTHORES.
Unfortunately, the following numerical experiments showed that
floating overflow always occurs when we apply Lanczos/ORTHODIR
on a small computer such as the PDP-11/34 in our College of Science
and Engineering, whose range of real numbers is 10%%,

Our test problem is

{u,, + #yy + Duy, =Dy in R 2.1)
u(z, y) =1+ xy on R i

where R is the unit square [0, 1] x [0, 1]. The exact solution is
#(x, ¥y) =14 xy. We use the central difference scheme to discretize

the region R, and the stopping criterion is

(n) |
K = H <e (22)

where ¢ is any desired tolerance, say 10-%. For convenience, we
usually start with 2 = 0. We draw the graph of log (K;) versus
#n, the number of iterations, to observe the change of (2.2) during
process. Figure 1 shows that if we use single precision to solve
(21) on a small computer, K; can reduce to 10~¢ for Lanczos/
ORTHOMIN and Lanczos/ORTHORES, and reduces to 10-! only
when we apply Lanczos/ORTHODIR. All three procedures can not
achieve convergence, say e =10"% because the round-off errors
become dominant. Therefore, we used double precision for the
remaining numerical tests. In Fig. 2 we find that if A is symmetric,
i.e. D=0, or A is nearly symmetric, e.g. D =5 or 10, there are no
problems for Lanczos/ORTHODIR to converge. For cases where A
is very nonsymmetric, e.g. D = 50, 100, 200 and 500, floating overflow
occured, and the procees could not be continued. On the other hand,
Fig. 3 shows that Lanczos/ORTHOMIN converges for all these cases.
Moreover, Lanczos/ORTHORES gives a similar result as in Fig. 3.
Therefore, Lanczos/ORTHODIR is not suitable to be used on a
minicomputer or a microcomputer.

When we apply Lanczos/ORTHODIR given in Table 1, overflow
occurs since (Ag™, g'®) grows very large. Therefore, we normalize
the direction vectors ¢ and ¢‘™ to reduce the value (Agm, gm),
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Solving (2.1) with D =05, 10, 50, 100, 200, and 500 by Lanczos/
ORTHODIR. Here, 2 =1/8, and % denotes floating overflow occured
and the process could not be continued.
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Fig. 3. Solving (2.1) with D =0, 5, 10, 50, 100, 200, and 500 by Lanczos/
ORTHOMIN, here % = 1/8.

according to the following

Theorem. Let v be any nonzero vector in R¥ and let Z be any
nonsingular matrix in R¥*¥ such that ZA is positive real (PR), and
let d be any nonnegative integer such that the vectors v, Av,..., Adv
are linearly independent. Then the set of vectors w®, w,..,, w
defined by

w® = v/|jv]|
{Z(‘)(#) = Aw("—l) + Bn,n—l w("—l} +- ’e + 5”.0 w(ﬂ)’ n= 1’ 2" alte ] d
W™ = @™ /||
where
(ZA? w9, wd) + 3 8, (ZAwD, we®)
By == (ZAwD, wD)
i=01...,n—1;
n=1 2. d

are linearly independent and satisfy
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Table 2. Normalized Lanczos/ORTHODIR

#® is arbitrary, #® = b — Au®, and 79 is arbitrary
70 = (7o, FoyT)T

g = 7O [|7O

q® = 7|70

D = (M) L R, g

s _ (F®, g®) + (™, §®)
» 2(Ag, §om)
g = Agtn=1) — g, q(n-—x) — b q(u—2)

g = AT -1 Gy §D — by PIEE)
(Age-1, AT GO-1)
(Agr-D, gn=1)

o Lao-Di(Age—p, Gom)
¢ g, )

g™ = (qmT, gty
gm = g™ [|lg™)|
g™ = g™ [1g™|

ay = s ﬂ=1,2,...

; n=23...(6,=10)

FOHD = ) _ R, Ag(™

D = pln) — 3, AT g

(ZAw®, wP) =0, j<i,i,j=0,1,...,d.

Moreover, for each #=1,2,...,d there exist coefficients ca,o
Cmy 1y «++y Cn, n—1, A0d Cu,n ¥ 0, such that

W =¢h o Vb ep 1 AV .o F Can1AT 0 - Cp m A,
Also, for =1, 2,..., d, there exist coeflicients €x,0, €n,1 +++5 €n,n-1,
and e,,, # 0, such that

A%y =, ow® +ea W .o Cu a1 WY ey, W,

The details of proof are given in Lu‘™. We can see the above
theorem defines a normalized ORTHODIR process. Similar to the
arguments given in Section 1, we apply this procedure to (1.3) with

7 = fI, the normalized ORTHODIR then reduces to normalized
Lanczos/ORTHODIR. The formulas are given in Table 2. Note that
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Table 3. Solving (2.1) by normalized Lanczos/ORTHODIR

Lanczos/ORTHODIR Normalized Lanczos/ORTHODIR
D h
Number of Iterations | Number of Iterations | Total Work
1/8 22*a 46 49,450
102 1/16 28% 60 303,504
1/24 31* 60 719,220
1/8 11* 49 52,675
108 1/16 12* 151 763,909
1/24 14* 188 2,253,556

a.n* denotes floating overflow occurs at xth iteration.

they are similar to Lanczos/ORTHODIR in Table 1 except for b,
and the normalization.

We find that both Lanczos/ORTHODIR and normalized Lanczos/
ORTHODIR require 9N storage locations for u*-1, g#-1, g=-2,
gin—n, gin=2) pn-n pn-1 Agr-1 gnd ATg*-1 in order to compute
#™, The extra required computations include evaluating [lg‘™||
norm, 2N multiplications for computing g, 5"”, and a multiplica-
tion for computing b,. We solved (2.1) for D =100 and 1000 and
list the numerical results in Table 3. We also solved the same
problems by Lanczos/ORTHOMIN and Lancos/ORTHORES for com-

parison, the results are given in Table 4.

Table 4. Solving (2.1) by Lanczos/ORTHOMIN
and Lanczos/ORTHORES

Lanczos/[ORTHOMIN Lanczos/ORTHORES
D /3
Number of Number of
Iterations Total Work Iterations Total Work
1/8 46 35,834 46 45,034
102 1/16 60 222,420 60 276,660
1/24 60 528,660 60 655,860
1/8 49 38,171 49 47,971
108 1/16 151 559,757 151 696,261
1/24 199 1,753,389 188 2,055,028
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3. CONCLUSION

Theoretically speaking, Lanczos/ORTHODIR is more reliable than
Lanczos/ORTHOMIN and Lanczos/ORTHORES. But, practically, on
a minicomputer or a microcomputer which does not have large range
for real numbers, floating overflow always occurs when we applied
Lanczos/ORTHODIR. Therefore, we proposed a mnew algorithm,
named normalized Lanczos/ORTHODIR, which works in theory and
in practice.
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THE SOLUTION OF THE INITIAL VALUE
PROBLEM FOR THE KORTEWEG-DE
VRIES EQUATION

CuinGg-Her Lin

Department of Mathematics

ABSTRACT

We use inverse scattering theory to find the solution of the
initial value problem for the KdV equation #: -+ 6xuy + tixxzr =0,
w=u(x, ), (—owo<ax t<oo). This result was first proved by S.
Tanaka; in this paper we give a different integration for deriving
the Marchenko equations, from which the above result also can be
obtained.

1. INTRODUCTION

In this paper we will use inverse scattering theory to find the
solution of the initial value problem for the Korteweg-de Vries
(KdV) equation

U + 6ute + th222 =0 2 = u(z, ) (—oo <z, t <), (L1)

Gardner, Greene, Kruskal and Miura®® have shown that the
application of inverse scattering theory gives a guide to the explicit
realization of the solution. Also, Tanaka® used inverse scattering
theory, which was described in Faddeev's paper'®, to construct
general solutions of the initial value problem. Although we still use
inverse scattering theory, we here give a different integration for
deriving the Marchenko equations and many other types of equa-
tions. This alternative method was also used by Sattinger®.

In section 2, we describe results from the scattering theory of
a one dimensional Schrsédinger operator and derive the integral
equations of inverse scattering theory. In section 3, we study the
time dependence of scattering data and the existence of potential
u(w, t). Finally, we prove that u(x, ) satisfies the KdV equation.
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II. EVOLUTION OF THE SCATTERING DATA

The Schrodinger equation is given by

Yow + (w4 22y =0 —o<< << (2.1)
where 2 is a complex number. We assume that the potential u(zx)
is a real differentiable function which satisfies the condition

(=21

[ +lzD)lu@) |de<oo. (22)

Let 2r=(x, 1) be the unique solutions of equation (2.1) with the
asymptotic behavior

Yra(x, 1) ~etits as &>+ oo,

For 2 real we can write

Yo = a(2) P+ + () Ps. (2.3)
Moreover, we can solve for a(i) and b(4), obtaining
a(a) s W['IIP.., 1;"4']_ b(l) - W[“P‘—s $+] (24)

Wivs, ¥+1 ' Wi, ¥4l
where W is the Wronskian, W[¥r+, ¥r+] = 2i¥, and

W["!"H 1!"—] b(l) - W["P‘—s E"F} Y

a(2) = 2iA , 2il

Both of functions 4. and +ry have analytic continuations to the
upper half plane, so a(A) is analytic in ImA>0. At the zeros of
a(a), Y+ and +r_ are linearly dependent. Since Yr+ and Yr_ decay
exponentially as &-—>+4 o0 and x— — oo, the zeros of a(l) are
cigenvalues. At an eigenvalue A = iy;, we have

Y_(x, ip;) =bjY+(m, in;), =12, ..., N. (2.5)

The constants b; are parts of the scattering data needed to invert
the scattering problem.

Now, we study the Fourier transform equations of 4Yr:+ to obtain
the Marchenko Integral equations of inverse scattering. See Sattin-
ger®,

For real # we have _(x, 2) = ¥_(x, 1), Furthermore, for
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real 1 =&, we have VYi(z, &) = Y+(z, —§). Setting
Yi(z, §) =85 de(x, §),

¢+ then satisfies
Gtzx + 26brst+uds =0, d+~1 as x—>-+o.

Similarly, let ¥+ = e7%¢* ¢+(a, £) then ¢+ satisfies
Bigs — 2ibbes +ups =0, +~1 as z—>-too.

Hence ¢+(@, &) = ¢+{x, —&). By the uniqueness of the solutions,

we obtain

11’"*‘(37: A) =1Ir+($l “l)'

Since e~#**yr4(xz, ) —1 is an analytic function in Ima>0
which tends to zero as i—» oo, its Fourier transform with respect
to A vanishes for s<<0. we thus obtain

e=ii% —1——1—fme"“K (z, s) ds (2.6)
+ - 271.' 0 + f] . .0
For real A=¢§, (2.6) becomes
qp‘_;_(a; £) = git% L __l_f‘” et +n Ki(x, s)ds
? 2n Jo d z

1f we replace s+ 2 by s, we have

Vi(z, &) = €% + %c_fw ¢t Ko(z, s —2) ds. @
Setting

Ge(a, 5) = -217 Ki(2, §—2), (2.8)
we obtain

Yri(x, §) = eits + f: ¢it® Gi(, s) ds (29)

where G+ =0 for s<wz. It follows from vYr+(z, §) =V+(z, —§)
and Ya(x, &) =e-i¢* 4 j‘;me“'f‘ G+(z, s)ds, we have
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G+(-’L‘, 3) Lt G'i'(x.! S) y (2.10)
S0

- o

Vi@, 6) = emitx + [ emi4 Gu(a, 5) ds.
If we replace s by —s, we obtain

Vel@ B = een ot [ Te Gula, =) ds. (211)
Since

Y_(z, §) = a(§) ¥+ (x, &) + b(&) ¥+ (z, &)
and substitute (2.9) and (211) for v+ and Y¥+; we have

_M_m’i)._. p—iéx —f effo. (.Z' S) ds+ bgg_; ellf-f

+%E§;_ [ eits Gu(m, 9)ds.  (212)

Taking Fourier transforms of (2.12), and letting
_ V(2 &) _ o iea) -ies
I+(:c,s)—fm( ad) ¢ )e £5 de
then by computing the residues at the poles & = iy; and utilizing

Yr_(z, i9;) = bj ¥+ (2, in;), we have

N bi(in;)ei’
I+(z, s) = 27 jZ_,‘ i)

Yru (@, in;) (2.13)
By applying (2.9) into the equation (2.13), we get

1e(z,8) = Ba(s—2) + [ Gu(@, ) Bals—r) dr
stz<0 (2.14)
where

& biling) ;.
Bi(y) = 2ni ZJI a’(ﬂ?;) evi’, (2.15)
The Fourier transform of (b(&)/a(£))efés is
Cals — @) = _:-Zg—g-i—e-fwm d | (2.16)

Also, the Fourier transform of f_x ¢'¥* Gy(x, —s)ds becomes
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0 >0
{ B (2.17)

2z G+(x, —s) s+x<0.
Finally, the Fourier transform of &(&)/a(€) Lm e’ 3 Gy(a, s)ds is
L7 Cals =) Gala, 0 e (218)
Putting (2.14), (2.16), (2.17) and (2.18) together, we obtained

Bi(s— @)+ [ Galw, ©) Buls —c) dr

=21 G4(@, =) + Ca(s =) + [ Culs =) Ga(a, ©) dr
s+x<0.

If we replace s by —s, require s>z, and put
Fia(y) = 5o [C+(—9) = Ba(— )],
then we can conclude that
o
Ge(@, $) + [[ Fals+7) Gala, ) de + Fals+2) =0,  (219)

where

wb(s) e;;yds_i f: bj(i'ﬁ__f)e_ﬂ;y .
0 i=1

_ 1
Fe) = 37 [ ey @' (i17)

Similarly, for the 4-_(z, &), we can obtain
) -0
V(2 8) =e=its— [ &t G_(a, 5) ds,
and
- 00
G_(z, )= [ Fo(s+1)Go(z, ) de +F_(s+2)=0
Theorem 1. Let G.:(z, s) be the kernel of the equation

Yau(x, &) =eti¢% & .Em et Gz(w, s)ds. (2.20)

Then Gax(z, s) satisfies the hyperbolic equation

Gire(, 8) — Guass(a, s) + u(2x) G=(x, 5). =0 (2.21)



34 The Korteweg-De Vries Equation

and

Uslz) =2 7%; Bllis ) , (2.22)

Proof. We prove the equations (2.21) and (2.22) for G+(x, s).
By substituting two times x-differentiations of (2.20) into the equa-
tion (2.1) for real 1 =¢&, we then have

"'|["+1_¢ + (u + 62) ")b'+
= [~ i2Gu(z, 2) = -L Gu(z, 2) — Gasl@, 2) + ulz) |eits

o J;“’ [Gesx(2, s) + uGe(2, s)]ei€® ds
+ _]:’ 822G+ (=, s)eft ds. (2.23)
Since

f £ Gy(x, s)e'f’ds‘:-—f (

and utilizing integration by parts, we obtain

e'f" G+(:z: s)ds,

f: £2Gy(m, s) et ds = i8 Ga(x, ) e'¢% — Gz, x) €i*
=]
— [ Gresla, )€ttt ds. (2.24)
Moreover, it follows from (2.23) and (2.24) that

0 ='\!"+xx+ (u“["éz)"!"-l-
=[ -2 %— Gsi(x, 2) + u(a':)]e"“

s _L [G+x:(w; S) = G+:s(m, S) - M(.‘L‘) G+(.’,l‘,', s)]eif" ds .
Since this must hold identically in &, the theorem thus follows.

III. THE EXISTENCE OF POTENTIAL u(x,t)

The analytical properties of the reflection coefficient were studied
by Tanaka‘. We refer to ¢® for details.
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Set
oo
F:I:(-'E, f) = —2—];:— J:-m %((%_ ei;fxig,'gag de
o . BylingyeTrasLeny’s
AT e (35)

then the Marchenko equation (2.19) is solvable for each £ Let
G+(z, S; ) be the solutions. Set

Us(z, ) =2 Gulz, 23 1) . (36)

It is easily to see that Fa satisfy the differential equations

3

8
B Fala, 1) + s—gxs Rt =0 37)

Differentiating the Marchenko equation (2.19) with respect to ¢ and
utilizing the differential equations (3.7), we get

Gil‘(m’ 55 t)
:‘:.LimFi(S+r. t) Gey(x, ;1) dv + Dz(z, 5;8) =0 (3.3)

where
Di(-rs s; t)

+00
=F [T 8Farasls 1, 1) Gule, e3 ) dr
- SFix::(s + &€, t) . (3.9)

Theorem 2. The function #(x, ¢) in the formulas (3.6) satisfies
the KdV equation.

Proof. Since

oL
ot

is equivalent to the KdV equation (1.1), if we can show that
(0= B) Y= = 4(£ i) Y=, (34)

then differentiating Lar: = —2A2+4r: with respect to # and applying
(3.4), we obtain

=[B, L]

Ly =1B L1¥s,
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in other words, we have
(e + Gutry + thzpe) Yre =0.

Let 4 =1+, applying (2:21), (2.22) and integration by parts, (3.4)

is equivalent to
[=-]
‘i,_‘f = [ H(z, s 1) 015 ds (3.10)

where
H(z, 5;1) = —Ggea(®, 85;2) — 3G.2s(, 55 ¢) — 3G.ss(2, 55 1)
—Gsss(x; s3%) _33‘(3: t) G;(.ﬂ, Cii )
— 3u(x, t) Ge(2, 53 £). (3.11)

From (2.21), integration by parts, and differentiating the Marchenko
equation (2.19), we can prove that H(x, s;#) satisfies the integral

equation
o
H(z, 5;8) + [ Fls+r, ) Hw, ;8) de + D(z, 5;8)= 0. (3.12)

The homogeneous equation associated with the Marchenko equation
has only a trivial solution. Thus by (3.8) and (3.12), we can con-
clude that

G,=H. (3.13)

Differentiation of (2.9) with respect to # and (3.13) lead to equation
(3.10).
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NOTE ON CYLINDRICAL HELICES

Yi1-Coing YEN

Department of Mathematics

The fundamental theorem of space curves states that for 2 con-
tinuous functions f(s) =0 and g(s) in an interval I( € R) containing
0, and a given frame {T, Ng, Bo} at an arbitrary point p € E?, there
exists a unique curve 7(s) with f(s) as its curvature %k and g(s) as
its torsion ¢ for every value of arc length s in (0el’S)1 with
{To NoeBol, e =1 or — 1, as its Frenet frame at »(0) =p. But in
practice, it is very complicated to solve such a problem, since it
involues the solution of a Riccati differential equation.t

Here we give a simple form to treat such a problem for the
curves of cylindrical helices by a Ist order homogeneous matrix
DE with constant coefficients. Before discussing our theorem, we

solve a matrix DE as follows®.

Lemma. Given a 1st order homogeneous matrix DE with con-

stant coefficients,

X1
%:AK. x=(a ) A=(ay), 1<ij=n @
Xy
with initial vector
X1(0)
X(0)=(E ), tel & 0], (2)
X,4(0)

then there exists a unique solution X(#) of (1) satisfying (2) in an
interval I' €1 containing 0 such that

X(t) = R(X(O) f(2) tel. (3)

where R is a constant matrix determined by X(0), and f(#) is a
column vector function consisting of # linearly independent par-
ticular solutions of a DE with character equation of A. In case
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X(t) takes the form

X(t) =0()X(0) tel, (4)
then the fundamental matrix @(#) of DE (1) has the expression

0(t) = (R(e1) f(2),...R(es) f(2)), ()
€1,...,€, being the natural coordinate column vectors and

R(e;) = (e, Aey... A 1e))F~Y0), F = (f, fl...,foo-0), (6)

Proof. Since every z;(¢) (i =1...#) in (1) can be expressed
as the linear combination of # linearly independent particular solu-
tions of a DE with characteristic equation of A, we have a solu-
tion of (1) > (2) as given in (3). By (1) we have

di X sl i !
dt"_A 'X, r=1,2,,,n—1 (7)

Since R(X(0)) f(t) satisfies (1), we get

R(X(0)) ‘é;f = A"'R(X(0))f, r=1,2,...n (8)

or we may write (8) as

R(X(0)) F(2) = (R(X(0)) f(#), AR(X(0)) f(¢),
o APTER(X(0)) F(8)), (9)

) = (F(8), J8)s. onns S2U(B).

It is known that R(X(0))F(0) = X(0), hence we put #=0 in (9)
to get

R(X(0)) = (X(0), AX(0),... A1 X(0)) F~2(0). (10)

(10) expresses that R(X(0)) is a constant matrix determined by
X(0), (F being non-singular, F~}(0) exists). Since X(#) has the
expressions (3) and (4) with

REO) =R (& 2.00e)) = & 0 Reen), (11)

hence
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R(X(0)) f(1) = 3 @:(0) R(e) f(2)

z1(0)
= (R(e) £(D), .. Reen F0)(F )
24(0)
= 0(t) X(0), (12)

which implies that

O(t) = (R(e1) f(£), ... R(es) f(1)),
as stated in (5), and

R(e:) = (i, Aey, ... A" 2¢;) F1(0).
obtained by replacing X(0) by e; in (10).

Theorem. Given two continuous functions £(s) =0 and g¢(s)
s. b g(s)/f(s) =¢, a constant, t€ ISR, (0 €1), and a right handed
frame {T, NoBo} at P € E®. Then there exists a unique cylindrical
helix #{s) with f(s) and g(s) as its curvature % and torsion 7
respectively, and s as its arc length with Frenet frames fitting
{To, No. Bo} at p=7(0),sel’'C L

Proof. Let {T,N,B} be a the Frenet frame field fitting the
initial freme at #(0) = P, 0= 1. Consider a differentiable function

t(s) satisfying

dt _
W = k(s) Se I, (13)

or
ts) = Ls k(u)du, sellcl, te 1. (14)

By the Frenet formulae and (13),

dT = N =k
dB — — ___dB_
Gl e — N k
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i.e., since r/k = ¢, (15) becomes

dT

“at =N
AN - T cB (16)

or

T 0 1 0,T
%(N):(—-l 0 C)(N), te 1. (17)
B 0 —c¢c 0''B

a homogencous 1st order matrix DE with constant coeefficients and
the initial frame {T,, Ny, Be} at #{0) = p. Let

0 1 0
A=<-—1 0 c) (18)
0 —c 0

then the characteristic equation

-2 1 0

fAy=1A=l=|—-1 —12 ¢

0 —c¢c —24
=—2(+14+c)=0 (19)

of A gives 3 characteristic roots 0, bi and — bi, b = v 1+ &

Thus, the solution of (17) satisfying the initial frame {T, N,

By} at #(0) = p, obtained by applying the equation (4) of the above
T
lemma 3 times to the 3 column DE of d/d¢ (11\3?), can be written as

s T,
(N) = (D(t)(Ng>. (20)
B B,

1
Since f(¢).= (e“;_t) for matrix A, the Wronskian matrix F(¢)
e“ ¢
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of f(¢) is
1 0 0
F@) = (e”‘ bieb* — b2 bt ), hence
e-b:'l —_— bie—bl'l' — bz e—h‘i
1 0 0
F(0) = (l bi — b2 )
1 —br —b®
and
1 0 0
0 1 1
F-1(0) = 2bi 2bi
1 __1 1)
b? 26° 2b
By computation,
fe8 & 3 1
b 26* 267
1 1 :
Riey) f(2) =| 0 ~ "9p; 267 (eb"‘ )
c P i e—bH
\ 0% 26 T 2bt
| ic® cos bt
b2 Tope
ind
= | — AR : ’ (21)
¢ _ ccosbt
\ b* b*
( 1 i
g 2bi 2bi 1
Re:) f(2) =| O ‘21— % (eb“ )
¢ % e—bif
0 — 25 %53
( sin bt
b
= cos bt I (22)
csinbt
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( c c c
o T T2t T 2p 1
R( n=|o0 L e . bit
@) flt) = 26i ~ 20 | \¢
1 2 e g—Blf
i 2b* 2b?
( ¢ _ ccosbi
br T bt
=| -5~ sinbt :
L ctcosbt
\ b* b2
thus
c? + cos bt sin bt ¢ _ ccosbt
bt b? b b* b?
o) =| — _ﬂgﬂ cos bt "% sin bt
¢ __ ccosht ¢ sin bt 1 +czcosbt
2y -y S~ R

(20) and (24) imply
dr _ o _ (¢t cos bt sin bt
o= T= (g + %) Tt 57 Ne
+(—§2—-—7fz~—cosbt)Bu, b=v1+4¢c2.

Integrating, we have

7(s) =

62 Stam gj;, cos;/l—l—c"fdu)‘l’

J. M. T
+(/1+sz 31n|/1+63tdu)N0

T (1fcz ‘"Wﬁs C08/1+c2_tdu) By,

t=f0’f(u)du, sell, oel,

(23)

(24)

(25)

(26)

which is the required unique cylindrical helix with the most general

form.

In the case of plane curves, we may regard them as special
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cases of (26) with ¢ = o0, hence we easily get the known form as in
the following.

Corollary. Given a continuous function %(s) in I with inital
frame {T,, N,} at p, then the plane curve with k(s) as its curvature
function and s as its arc length, fitting the initial frame at »(o) = p,

can be given as

r(s) = (j: costdu) Ty + (J;S sintdu) N,

T‘ﬁ_ =k(s), sel'cl, 0el. (27)
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skew = 0 B¥#HEZE (normal)
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On-line Microcomputer Analysis of Chromatographic
Peak Shape—A Comparison of Several Popular
Calculation Methods

TiaAn-Dow CueN and SHow-CHUEN CHEN

ABSTRACT

Several popular methods to determine chromatographic peak
asymmetry—often a good indicator of chromatographic column per-
formance—were compared using an on-line §-bit microcomputer.
The shew ratio calculated based on the first statistical moment
provided the most sensitive indicator, while the widely practiced
calculation based on f/g ratio, with moderate sensitivity to peak
asymmetry, had the advantage of fast computing speed.
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STEREOSELECTIVE SYNTHESIS OF
THE SEX PHEROMONE OF
HELIOTHIS ARMIGERA

SHANG-SHING P. Cuou, CHUNG-JEN WANG and Ju-Te HUNG

Department of Chemistry

ABSTRACT

The three most probable components of the sex pheromone of
Heliothis armigera, (Z)-11-hexadecenal (1), (Z)-11-tetradecenal (2)
and (Z)-9-hexadecenal (3), have been stereoselectively synthesized
from readily available starting materials,

INTRODUCTION

Heliothis armigera (Hiibner) is a polyphagous insect widespread
in Asia, Africa, Europe, America and Australia®®, The moths are
among the most devastating pest insects infesting a wide range of
crops such as cotton, corn, tomatoes, peanuts, soybeans, sorghum,
tobacco, cabbage and lettuce®. The excessive use of insecticides
for pest control has caused severe pollutions to the environment.
Thus, the sex pheromones have in recent years found use not only
in monitoring the insect populations in fields, but also in techniques
such as mass trapping and mating disruption‘™. A component of
the sex pheromone of Heliothis armigera was first identified by
Piccardi ef al in 1977 as (Z)-11-hexadecenal. This aldehyde was also
found attractive to the male moths in the fields in Sudan®®. Roths-
child reported in 1978 that addition of 2% (Z)-9-tetradecenal to the
(Z)-11-hexadecenal further increased the efficacy of the lure®®.
However, Gothilf ef al identified (Z)-1l-hexadecenal and (Z)-11-
tetradecenal as the sex attractants, but these two compounds had
no synergistic effect®. The effectiveness of (Z)-11-hexadecenal and
(Z)-11-tetradecenal in attracting the male moths has been tested
with two types of releasing devices-rubber dispensers and dental
rolls. It has also been shown that (Z)-9-tetradecenal did not increase
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the luring efficacy™. Nesbitt ef al reported in 1979 that besides
(Z)-11-hexadecenal and (Z)-11-hexadecen-1-ol there was a third com-
ponent, (Z)-9-hexadecenal, which was found only in some of the
moths of Malawi origin®®. Kehat ¢f @/ demonstrated that (Z)-11-
hexadecenal and (Z)-9-hexadecenal in a ratio of 9:1 was more attrac-
tive to males than the virgin females, but this effect was observed
only when rubber dispensers were used to release the lure®®, Nes-
bitt et al subsequently confirmed the presence of (Z)-9-hexadecenal
as a minor component of the female sex pheromone®?. Sattar-Zade
et al reported in 1980 that a mixture of (Z)-11-hexadecenal and
(Z)-11-tetradecenal in a ratio of 3:1 was more effective than the
virgin females in luring the male moths®n,

From the above results it can be seen that the sex pheromones
of Heliothis armigera may vary with the regions where these species
are found, but that the three most probable components are (Z)-11-
hexadecenal (1), (Z)-l1-tetradecenal (2) and (Z)-9-hexadecenal (3).
We decided to synthesize these three compounds so that their luring
efficacy could be tested in the laboratory and in fields. (Z)-9-Hexa-
decenal (3) has been synthesized from methyl palmitoleate which
was very expensivet®, Piccardi’s synthesis of (Z)-11-hexadecenal
(1) also required a very special starting material®®. Bestmann ef
al synthesized both (Z)-11-hexadecenal (1) and (Z)-1l-tetradecenal
(2) from vaccenyl acetate, but this starting material was, unfor-
tunately, rather difficult to obtain®. Here we report our stereo-
selective synthesis of these three compounds from readily available
starting materials. Compounds 1and 2 have a common intermediate,
gn

H (CH

(CH,) gH n-C_
2’9 e, Sy

q
n-C,H
c N ICH2)9CH CZHS\ 5
/C=C\ c_—.c\
§ v B 87 NH

1 2 3

RESULTS AND DISCUSSION

The synthesis of (Z)-11-hexadecenal (1) is shown in Scheme 1.
Treatment of 1,10-decanediol (4) with 4725 aqueous hydrobromic
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acid in hot heptane in a continuous extractor gave the monobro-
minated product, 10-bromo-l-decanol (5)®, The alcohol functional
group was then protected as its tetrahydropyranyl ether 6 using
dihydropyran and a catalytic amount of p-toluenesulfonic acid®.
Further reaction of compound 6 with [-hexynyllithium generated in
situ froml-hexyne and n-butyllithium gave the substitution product
74 The alcohol protective group was then removed by acid-
catalyzed solvolysis to give 1l-hexadecyn-1-ol (8)®, Selective cis-
hydrogenation of alkyne 8 in a Parr apparatus using Lindlar cata-
lyst®® poisoned with synthetic quinoline gave (Z)-1l-hexadecen-1-ol
(9)®). The stereoselectivity of this reaction was >99% as shown
by GC/MS. However, if quinoline was omitted in this reaction the
product 9 was contaminated with some fully saturated alcohol. Fin-
ally, alcohol 9 was oxidized by Collins’ reagent to give the desired
product, (Z)-11-hexadecenal (1)%. The purity of this compound was
confirmed by comparing the GC/MS data with an authentic sample
from Zoecon Corporation.
Scheme 1. Synthesis of (Z)-11-hexadecenal (1)

( ) 47% HBr DHP
HO(CH COH ————— Br(CH,), .OH ——— = Br(CH,) OTHP
2710 2°10 2°10
heptane -TsOH
4 . 5 PR 6
n-C4H9CECH MeOH
n-C4H9CEC(CH2) lOOTHP
n=-BuLi, THF, HMPT p-TSOH
7
H, (1 atm) Be@yly, . JERplqeR
n=C, HoC=C (CH,) | (OH >c=c
Lindlar catalyst H o
8 9
n-C, H {CH.) gH
Cr03,pyr 4 9\ 2’9
————iin /C=C\
CH,C1 H H
2R 1

The synthesis of (Z)-11-tetradecenal (2) (Scheme II) utilized
the same intermediate, 10-bromo-1-decanol tetrahydropyranyl ether
(6), as that for (Z)-11-hexadecenal (1), Treatment of compound 6
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with lithium acetylide generated in sifw from acetylene and #-butyl-
lithium gave the substitution product 10, Further reaction with
n-butyllithium and then with ethyl iodide gave the disubstituted
alkyne 11¢2, Acid-catalyzed solvolysis of compound 11 removed the
alcohol protective group to give 1l-tetradecyn-1-ol (12)®. Catalytic
hydrogenation under conditions stated above yielded (Z)-1l-tetra-
decen-1-ol (13)49, Selective oxidation with Collins’ reagent then
provided the desired product, (Z)-11-tetradecenal (2)®. The purity
of compound 2 was confirmed by comparing its GC/MS spectrum
with that of an authentic sample from Zoecon Corporation.
Scheme 1I. Synthesis of (Z)-11-tetradecenal (2)

HCSCH, THF 1) n-BuLi,THF
Z T ——t i =
Br(CH,) ; (OTHP HCZC (CH,) | (OTHP
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6 10
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C.H_C=C(CH.,) QTHP —————— = C_H_C=C(CH.) OH —muo
25 2710 p-TSOH 22 27107 rindlar cat,
11 12
H. H
CEHS\C _feiiy) 1 q0n cro, pyr i 5\5 /}CHZ)QQ
=C R =
i m CHLEL ™M
13 2

The synthesis of (Z)-9-hexadecenal (3) was carried out by a
different route {(Scheme III). Oleyl alcohol (14) was first reacted
with acetic anhydride in pyridine to give oleyl acetate (15) @,
Ozonolysis ® in methanol at low temperatures followed by reduc-
tive workup with dimethyl sulfide gave 9-acetoxynonanal (16)®,
Wittig reaction of compound 18 with #n-heptyltriphenylphosphonium
bromide (17) and n-butyllithium in ether gave the alkene 18 {c¢is:
trans = 94:6 as shown by capillary GC). The acetate 18 was then
hydrolyzed to alcohol 190 by potassium hydroxide in methanol.
Finally, oxidation of 19 with Collins’ reagent gave (Z)-9-hexadecenal
(3)9® which was purified by silver nitrate-impregnated preparative
TLC. Its purity was confirmed by comparing the GC/MS spectrum
with that of an authentic sample from Zoecon Corporation.
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Scheme III. Synthesis of (Z)-9-hexadecenal (3)
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In summary, we have synthesized (Z)-11-hexadccenal (1), (Z)-
11-tetradecenal (2) and (Z)-9-hexadecenal (3), which are the three
most probable components of the sex pheromone of Heliothis armi-
gera, from readily available starting materials. These three com-
pounds have also been subjected to simple bioassay. The male
moths showed strong response to (Z)-11-hexadecenal (1) and weaker
response to (Z)-1l-tefradecenal (2) and (Z)-9-hexadecenal (3), indi-
vidually. Different combinations of these compounds will also be
tested both in the laboratory and in the field for their luring effi-
ciency.

EXPERIMENTAL

Infrared spectra were recorded on a Beckmann Acculab TM 1
grating spectrometer. The proton NMR spectra were recorded on a
Varian EM 360 L spectrometer. Tetramethylsilane (TMS) was used
as an internal standard. The NMR absorptions are recorded as §
values in ppm. Multiplicities are indicated by s=singlet, d=doublet,
t=triplet, g=quartet, and m=multiplet. Oleyl alcohol (14) and
1,10-decanediol (4) were obtained from E. Merck AG., and were
used without purification. Tetrahydrofuran and diethyl ether were
purified by first refluxing with lithium aluminum hydride for four
hours and then distilled under nitrogen.
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10-Bromo-1-decanol (5)

This procedure was a modification of the Iliterature method(®.
A mixture of 13.9 g (0.079 mol) of 1,10-decanediol (4) and 80 ml of
479 aq HBr was continuously extracted with s-heptane for 24 k at
65°C. The extract was fractionally distilled at 110°C/5 forr to give
15.1 g (7925 yield) of product 5.

10-Bromo-1-decanol tetrahydropyranyl ether (6)

To a mixture of 14.5 g (0.066 mol) of 10-bromo-1-decanol and
0.02 2 (0.010 mol) of p-toluenesulfonic acid monohydrate in 40 ml of
methylene chloride was added dropwise a solution of 15 g (0.017
mol) of dihydropyran in 20 ml of methylene chloride at 5-7°C. This
reaction mixture was then stirred at the same temperature for
another 3 . The solvent was removed iz vacuo and the residue
then taken up in 150 !l of ether. The ethereal solution was washed
with saturated sodium bicarbonate solution and brine, and was then
dried. Evaporation of the solvent yielded 44 g of a crude product
which was chromatographed on silica gel using hexane-ethyl acetate
(19:1) as the eluent to give 4.33 ¢ of compound 6 (982 yield).
1H NMR (CDCl;) & 4.58 (m, 1H), 3.49 (m, 6H), 1.30 (m, 22H).

11-Hexadecyn-1-¢l tetrahydropyranyl ether (7)

To a solution of 0.33 g (4.0 mmol) of 1-hexyne in 10 ml of dry
THF was added under nitrogen 2.35 ml (3.7 mmol) of n-butyllithium
" while keeping the temperature at —10°C for 30 min. The slurry of
1-lithio-1-hexyne was added with a syringe to a solutjon of compound
6 (055 g, 1.7 mmol) in 13 ml of HMPT. The reaction mixture was
kept at 0°C for 3 # and was then poured into a large volume of ice
water. After extraction twice with hexane, the organic layer was
washed with water and brine, and was dried. Evaporation of the
solvent gave 0.60 g of a crude product. A flash chromatography
afforded 051 g of compound 7 (932 yield). 'H NMR (CDCl;) & 4.56
(m, 1H), 3.49 (m, 4H), 2.08 (m, 4H), 1.30 (m, 26H), 0.89 (¢, 3H).

11-Hexadecyn-1-o0l (8)
A mixture of 2.30 g (7.14 mmol) of compound 7 and 0.13 g (0.68
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mmol) of p-toluenesulfonic acid monohydrate in 80 2/ of methanol
was stirred at room temperature for 1 2. Evaporation of the solvent
gave 0.68 g of a crude product. A flash chromatography gave 1.46 g
(8525 yield) of the desired product 8. 'H NMR (CDCl;) & 3.62 (¢,
2H), 213 (¢, 4H), 1.33 (m, 20H), 0.89 (¢, 3H).

(Z)-11-Hexadecen-1-0l (9}

A mixture of 0.89 g (3.7 mmol) of compound 8, 0.1 g of Lindlar
catalyst (Aldrich Chemical Co..), 0.1 m! of synthetic quinoline and
20 m! of hexane was reacted with hydrogen (1 afm) in a Parr shaker.
After filtration, extraction and column chromatography, 0.67 g (75%
yield) of compound 9 was obtained. *H NMR (CDCl;) & 540 (m, 2H),
3.59 (¢, 2H), 2.10 (m, 4H), 1.30 (m, 21H), 0.89 (¢, 3H); mass spectrum
mfe 222 (M+—18).

(Z)-11-Hexadecenal (1)

To a mixture of 0.79 g (9.8 mmol) of pyridine and 10 ml of
methylene chloride was added under nitrogen 0.49 g (4.9 mmol) of
chromium trioxide. After stirring at #¢ for 15 min, a solution of
0.2 g (0.83 mmol) of compound 9 in 2 m! of methylene chloride was
added in one portion. The mixture was stirred at #¢ for 30 min and
the solution was decanted. The residue was washed with 100 #l of
ether. The combined organic solution was washed with 50 #2/ (three
times) of 5% ag sodium hydroxide, 100 mi of 52 ag hydrochloric
acid, 100 m! of 5% sodium bicarbonate solution, 100 #2/ of brine, and
was dried over ank magnesium sulfate. Evaporation of the solvent
yielded 0.17 g of a crude product. After a flash column chromato-
graphy and a sjlver nitrate-impregnated preparative TLC, 0.13 g
(7026 yield) of compound 1 was obtained. !H NMR (CDCl;) 9.78 (¢,
1H), 529 (m, 2H), 2.18 (m, 4H), 1.18 (m, 20H), 0.89 (¢, 3H); mass
spectrum, m/e 238 (M+), 220 (M+—18); IR (neat) 2,740, 1,730 cm™1.

11-Dodecyn-1-ol tetrahydropyranyl ether (10)

A stream of purified acetylene was passed through a solution
of 24 ml (3.8 mmol) of n-butyllithium (1.6 N in hexane) in 10 ml of
dry THF while keeping the temperature at 0°C. After the reaction
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was completed the lithium acetylide generated was added with a
syringe to a solution of 0.57 g (1.7 mmol) of compound 6 in 10 ml
of HMPT at 0°C. The reaction mixture was stirred at 0°C for 3 &
and was worked up as the procedure for compound 7. The crude
product was chromatographed to give 036 g (76% yield) of
compound 10. *H NMR (CDCly) & 4.59 (m, 1H), 851 (m, 4H), 2.1 (m,
oH), 1.88 (¢, 1H), 1.28 (m, 22H).

11-Tetradecyn-1-ol tetrahydropyranyl ether (11)

To a solution of 1.33 g (5.0 mmol) of compound 10 in 10 #l of
THF was added 3.75 ml (12.8 mmol) of n-butyllithium (1.6 N in
hexane) while keeping the temperature at —10°C. After 30 min a
solution of 1 mel (12 mmol) of ethyl iodide in 10 ml of HMPT was
added to the reaction mixture. The solution was stirred at 0°C for
3 ) and was then worked up as before to give 1.3 g (8824 yield) of
compound 11. 'H NMR (CDCl;) & 459 (m, 1H), 3.51 (m, 4H), 2.09
(m, 4H), 1.28 (m, 22H), 0.88 (¢, 3H).

11-Tetradecyn-1-ol (12)

In a procedure similar to that for the preparation of compound
8, 0.3 g (1 mmol) of compound 11 was hydrolyzed to give 022 g
(8524 vield) of product 12. 'H NMR (CDCl;) & 3.59 (¢, 2H), 2.03 (m,
4H), 1.26 (s, 17H), 0.86 (¢, 3H).
(Z)-11-Tetradecen-1-ol (13)

In a procedure similar to that for the preparation of compound
9, 0.2 g (0.9 mmol) of compound 12 was hydrogenated to give 0.15 &
(7524 yield) of product 13. *H NMR (CDCly) & 5.31 (m, 2H), 3.62 (¢,
2H), 2.01 (m, 4H), 1.30 (m, 17H), 0.95 (2, 3H).

(Z)-11-Tetradecenal (2)

In a procedure similar to that for the preparation of compound
1, 0.17 g (0.83 mmol) of compound 13 was oxidized to give 0.11 g
(5424 yield) of product 2. 'H NMR (CDCl;) & 9.78 (¢, 1H), 530 (m,
oH), 2.38 (m, 4H), 1.29 (m, 16H), 0.91 (4, 3H); mass spectrum m/e
210 (M+), 192 (M+—18); IR (neat) 2,740, 1,733 cm~L.
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Oleyl acetate (I5)

A mixture of 4.8 ml (50 mmol) of acetic anhydride, 134 g (50
mmol) of oleyl alcohol (14) and 3.4 ml (60 mmol) of pyridine was
refluxed for one hour. After cooling the reaction mixture was
poured into 40 sl of 2 N sulfuric acid. The solution was extracted
with ether, and the combined organic solution was washed with
cold saturated sodium bicarbonate, water and brine, and was dried.
Distillation, after evaporation of the solvent, afforded 124 g (802
yield) of oleyl acetate (15) (b.p. 158°C/0.15 torr). 'H NMR (CDCl,)
8 523 {m, 2H), 3.93 (¢, 2H), 1.93 (s, 3H), 1.26 (m, 28H), 0.89 (¢, 3H);
IR (neat) 1,740, 1,240 cm™1.

9-Acetoxynonanal (16)

A solution of 23.0 g (74.1 mmol) of oleyl acetate (15) in 150 ml
of methanol was cooled to 0°C. When the reaction was complete, 8
ml (0.11 mol) of dimethyl sulfide was added at —60°C. The solution
was then stirred at —10°C for 1 &, then at ice bath temperature for
another hour and finally at ¢ for one more hour. The solvent was
removed and the residue was extracted with ether. The ether solu-
tion was washed with water, dried, and evaporated. The residue
was distilled at 120°C/0.15 forr to afford 9.0 g (6025 yield) of the
desired product 16. *H NMR (CDCl;) & 9.74 (¢ 1H), 4.0 (¢, 2H), 2.0
(s, 3H), 1.3 (m, 12H); IR (neat) 2,735, 1,725, 1,240 cm™2,

n-Heptyltriphenylphosphonium bromide (17)

A solution of 9.16 g (35 mmol) of triphenylphosphine and 6.26 g
(35 mmol) of 1-bromoheptane in 50 m! of xylene was heated at reflux
for 8 k. The mixture was cooled at 7# and the supernatant was
decanted off. The residual oil was mixed with 50 ml of ether,
whereupon the resulting pasty mass solidified after standing for
several hours at 7. The solid was triturated several times with
ether and dried im vacuo over phosphorus pentoxide to afford 9.08 g
(5924 yield) of product 17, m.p. 170-171°C.

(Z)-9-Hexadecenyl acetate (I8)
To a solution of 4.41 g (10 mmol) of compound 17 in 20 ml of
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dry cther under nitrogen was added 7 ml (11.2 mmol) of n-butyl-
lithium (1.6 N in hexane). This mixture was stirred at 10°C for 1
%, and a solution of 1.7 g (8.5 mmol) of compound 16 in 3 ml of dry
ether was then added at 10°C over a period of 10 min. After stirring
for additional 20 min the reaction mixture was poured into 100 m!/
of water. The aqueous layer was extracted with ether. The ether
Jayers were combined and washed with brine, dried with anhydrous
sodium sulfate. After evaporation of the solvent 1.8 g of a crude
product was obtained. A flash chromatography afforded 1.6 g (7025
yield) of compound 18. *H NMR {(CDCl;) & 5.31 (m, 2H), 4.0 (¢, 2H),
2.0 (s, 3H), 1.28 (m, 20H), 0.88 ({, 3H).

(Z)-9-Hexadecen-1-o0l (19)

A mixture of 0.05 g of potassium hydroxide and 0.17 g (0.6 mmol)
of compound 18 in 10 m! of methanol was heated at reflux for 3 4.
This was poured into water, and the aqueous layer was extracted
with ether. The combined organic solution was washed with water
and brine, and was dried. After evaporation of the solvent 0.17 g
of a crude product was obtained. A flash column chromatography
afforded 0.09 g (63% yield) of product 19. *H NMR (CDCls) & 53
(m, 2H), 3.59 (¢, 2H), 2.0 (m, 4H), 1.28 (m, 20H), 0.88 (f, 3H); mass
spectrum m/e 222 (M+—18).

(Z)-9-Hexadecenal (3)

In a procedure similar to that for the preparation of compound
1, 0.2 g (0.83 mmol) of compound 19 was oxidized to give 0.12 g (60%
vield) of compound 3. *H NMR (CDCl;) & 9.8 (¢ 1H), 53 (¢, 2H),
2.3 (m, 4H), 1.29 (m, 20H), 0.89 (¢, 3H); mass spectrum m/e 238
(M+), 220 (M+—18); IR (neat) 2,725, 1,730 cm~2.
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QEELEY © HRESBRELAY RS FEBELEY (Polynunclear
Aromatic Hydrocarbon, PAH) fifd » §i# & Cy-Cs (TCI, Tokyo, Japan)
i PAH RIS FTE b = BRI R BT R o E2a Y& UREHRTER
Tl ) EEBLEL 40-44 ppm AUTRHE o PTA EVENE(L & W B ER BRI B 4 U
EiseEA Teflon MO TRA » LHFFR 4£°C BIKHEA o
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(3) HPLC : #&if 'Baker’-10 SPE JEFRfS 2855 2000 » WEEEIA LS
#t (Shimadzu) LC-3A #94y HPLC A BTzt katiines (Spectro-
photometric Detector) &k SPD-1 # o J5EFF7E 254 nm o Du Pont
B2 Zorbax-ODS & (25 cm X 4.6 mm i.d.) FEHTEER o HEMHHZ MR SSE
RUEE/7K (80/20) » £EHISTHRIEBIM L BR o PS4 25555 (isocratic
mode) ; MRS 35 46 » PPIRERS 0.9 ml/min ; FHES 2.5 mm/
min ; BEHA 200 kg/cm? ; SRS 10 ulo

(4} GC : ZEAEERFFHR AN GC 45 Varian 3700 &1 484 HP 3390 A
ZHi7E: (Integrator) » FEREREIEZ M o 5785 FID (Flame Ioniza-
tion Detector) o B FlZEHER RN » SHMER 18 WATREEENE o FIEWES
32 Dexsil 300 GC on Chromosorb W-AW, 100/120 Mesh, MAQT=
400°C - S RIERAR » HITER 30 ml/min o FROIFHEREESMT : &2
BEIREE 140°C » MUAEEELL 8°C/min AEIEIBEF] 200°C Bik » 76 300°C
SR APy AT B AU SERT o BT m 2 TBLEE £ 230°C 5 il 300°C o &5
i (Range) £ 1x107' Amp/MV ; jR455H44Z8 (Attenuator) 551 o ff
MZzESEE AR (Gas-Tight Syringe, Hamilton, Australia) ;RS
MR L ulo

(5) GC/MS: i RERFEHEXERES IO U E o HETHH
%3 Jeol, JMS-D-100 & o $£% Fi8Es: (Electron Ionization, EI) ¢ Vacuum
Ry 2x1077 torr » MERAEEH (Sample pressure) HIFS 6x10-¢ torr o ¥
VRIS 300 #A 5 JHERE 12eV o Scanning MHEEIH m/e=50 & m/e=
400 o

A SRAHE

1. B8

RRNR R R 2 SEIREE » SCRBE TERRR 288 ~ 6 ~ SR E S
Ji 2B IEEETTED © B ARG BE BT 8 BE B TE A8 » e W b bk W BR B4 L 1 Y o
EETEIRAE o

—IE » KRB Z SRBR B & $R 2 ¥tk » T4 ~ SRELEREIZR I T RERs »
e WD RIS o HEYRBRAAE » FEMENEIEIE 2 HEO o
Hi3R 2 ORGSR T LUE A Rl — B TR T 2 5 3 & ARG 2 R R ok
SBMPERTEEBERZ 2T c BIIRELAHE (28 ) FiftmEgsh Ly
Wz RigH B TRERTY » ER{EHEISIN » B4 B A AMD » 250
A B 2 o



2. mEED

(1) HPI1C:
OEfEYE  SXEBELEY R+ (K 3) » H & Naph-
thalene ( %8) B Anthracene (& ) Z¥FHIBEDS » I CRILIH 2 B
» £ EEMR 40-44 ppm WK  HERES 10 ppm o SLUER T
W 2 MW (retention time) » FMMREIRSA » LHFAEMFEA HPLC

©)
7 %tﬂ%%ﬁnfﬁ 3 o Bl[a]P Gﬁ,@m@ ; BlelP @@G@ % Perylenc
(COCk 1) SHRERR ; BUHEELA N Z BB BRAWRIHNHPLC

f » B4 BlelP & Perylene MRZEARHTEE o HIURIRHF~ Chrysene

solvent
100
90 M
A # 3. HEERBLSYHZERY
- No. Compound
1 i Naphthalene
504 2 Anthracene
3 Pyrene
4 Chrysene
5 Benzolalanthracenc
40 6 Benzo[e]pyrene
7 Benzo[a]pyrene
8 Perylone
9 Dibenz[a, h]Janthracene
30 4 10 Benzo[ghi]perylene
20 |
10 o
Q
B
-
E
o L/

4 8 12 16 20 24 28 32  min.

E 3. SEBMBRSECTRGENERGZ HPLC B (CRMb | KEHRR) »
EPERE T EEZ AL G PnERE) o
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@G’@@ ’ F.ﬁ) T Benzol[a]anthracene 0@@@ MaE » ZFFERNTE
ik o RILE-HEEEYMRAREIT » RHBET/AELE ;5 Benzo[ghi]

Perylene @0@6 ) R R —E{LE Y o Das Bl Thomaszr #jH3se
(L0

LRBBRALSYE HPLC EEAREERMAELARSTEEARER® o i
TSRS/ 7K (82/18 ) FRupiRRAL » TRV RRIMERCRES o

@R e ERE « DUER AW IRES (WESESR 0.9 ml/min » EH 200
kg/cm?) » SRR HA HERBHE  SREEEVRNEHEES S (LEE4
i 3) o Benzo[ghilperylene FELLER b/ /KSRy » REF185GHENT]
BTEE 2 5 {HAESE I EE/ ZK AR RSREE » JUFE 50 2968 o o4t ) ZSEIRERIE
A BYZIEE ; Chrysene K. Benzo[alanthracene, Benzo[elpyrene J Pery-
lene ZRSEEEARFTHE o St » HIHRAFR R/ /KBMRK » BRI
s » ATEESCR BT o

® 'Baker’-10 SPE Zffidr : TS » 'Baker/-10 SPE a4 Bk F M7
B RO TEA (R K RYEURR » TR ORRR B AT (Liquid column chroma-

1
‘
9o}
80|
T T~
o}
=
g
Q
20f @
- 4.5
2 3
6.8 7 9 10
——
0
4 12 20 28 36 44 52 min.

& 4. SEERSEWESERIGE HPLC B (PR / RS » B susn;
REZALEBIERE)
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tography) o BB MIERCIHFURI M H MRS BE « TR ZEHMAY
B L 2 AR R TESE R ARE® o B L RIRETY LATRAR
FBE ©

FEAEET » BLIF —80R 4 BRI RS T B BT T ' Baker’-10 SPE 7
Rk e — g o Bt HPLC Mofs R 7T LUE MAET S evPt ik » AW Z 5w
R4 'Baker’-10 SPE #975 o 2 MAEEBT2 LR 'Baker’-10 SPE & o

@R MEE : &5 REL BFEER2 HPLC [E o 7 5(a) i T
10 ppm ZZFR 10 ppm ZE e

4L (@)

{b)

{c)

te] M

1 E 10 15 min.

B 5. FRAELRSZ HPLC B &FS: (2) KT (b) kbt » (o) {LBFRE
=ity (d) BRI (o) HisER o
(a)~(d) ZE3E46S 2.5 mm/min s (e) EHIES 10 mm/minoe
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90 L 1
~ ..fls
40 }
30
] 20 L
i I o
Bap
10 10 L ¥
4—
. - e
4 12 20 min. 12 20 min,

B 6. Ll 7EEE D kEE RS

HERETFANERTNES » SO ATEEEYE (Internal Standard

method) HEE» RE6 - BEAMENERLD » THAHERGHSXEL
&% HEMARBRMOSZERELEY » MTTHERBHEHLCHEIERTIR
RTHESEERESY - BTEE—FPHEETELYALDTREFBRALLY
» TefMFIH GC/MS REES » 42 PAH & » Benzo[alanthracene, Benzo[a]
pyrene K Dibenz[a, h]anthracene ¥ %5 EPA A{ESEIEY o 12T iE
B B PR R BE LY AL o IR RIGER B RS AE hEN
e o G WTLAR 5 vz () B (d) FRIEZRGREE o BHRAE =R » HIRFRZERA
TEFUL R S TS A B2 AE o RE RS R W EHLETOE o Bl
HEBERRBREATHEERS o MRMoAIFRGHEE » T8EtEL R’
PAH FEHRIRZ—ENRRRZ T2 MEMES o it BCAZ26aET
EEHEE » B TIRIES » RBERYZ TERED o

AT » WRBRE 2 B bR EF BB ARz — o 57
RBRLTMI T FTER — B TR E OB R — LR o B 7(a) R=AHA
ERFIRRESRGZ HPLC | » WR7(b) S+ A+H B ER—#8 2 HPLC
[ o i EE R LA o RERRBIBE NS » HiE 2 ek
EEHEREmZE
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(2) GC, GC/MS:
OFT B ikE « ARERRET6E M EHEER R B ORIy » MBS RER32%
SE-30 % 3% Dexsil 300 GCEmEANR MY EH: » #5RBURE K Z 8RB » B

90
£ ‘L ad
30} eo} —
50}
20 } 40t
(a) (b)

30

10 | L

10 b
0 L 0 T T T 3 T v T sl
4 12 20 min. 4 12 20 28 min,

B 7. (a) =ZJ3-IFEEAETTR 252 HPLC
(b) L +%E BEE TR =5MSZ HPLC [@

R4 BEHDHZHERH

No. Compound RT (min.)
1 Naphthalene 1.78
2 n-heptadecane 8.66
3 n-octadecane 10.18
4 Anthracene 11.60
5 n-eicosane 13.01
6 Pyrene 16.10
7 Benzo[a]anthracene 19.31
8 Chrysene 19.61
9 Benzo[e]pyrene 23.34

10 Perylene 23.68
11 Benzo[a]pyrene 23.94
12 Dibenz[a, h]anthracene 26.50
13 Benzo[ghi]perylene 27.60




78 BB R T 2 o

LA 8 24 Dexsil 300 GC &k o
ORI BEERIRH TG o R4 IR &It Z MR o
Q@FEZEEE « H—FREEN TR » MBERAORMS RE 2S5 Bl
Z B Y i A& SRMAE TR B35 BEE 2R o 164t » IR EF 22530t
 RAHREYERFEHOTR » FEHEEBEERE S RENEANEL®
o ME » FE3RER » A28 PAH » fn B[a]P &7l it LB AK P2 NO;, O,

B PAN (Peroxyacetyl nitrate, CHy—C—0—0—N—0) {ef4: R muta-
1l Il
0} 0

genic nitro-derivatives » R34 1 ppm iy NO. » FREZZIESERT® o Bl

(a)

(b)

(c) P

-
M
;
(e}

B 8. 7 dbBE Bk 2 GC |
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» WAL B 2 FEBOR R AR A/ N P SE R 34T ©

18 8 RIHIAAF 2 7 ek Z GC [| » J8 HPLC MRS RHARME
(c) 52 (d) MERLENER » RREHBRHHBRLEHTR o

9 » BOKEIB=EFEERZ GC X GC/MS [ o Zf+ < (a) B

(a) JWM&/\\M
113 279
(c)
(b) 70 149 167
50

83

O S T B i e i !l'l"llill

50 100 200 300
| N TR O, e, (NN TR DL VNN (B B S oot AR Ll (o 3

9. EA+=H (bRFRE=MD) BREZ2i(2)IGC & » (b)i% ()i GC/MS 3

(a)

]
167
149 279
113 (c)
(b)
L
T ¥ T T
100 200 300

B 10, tRA+EH EHAREMN) B2 (a) GC B> (b) X (¢) i GC/MS
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(a)

167
{c)
113 279

T T T
200 3:00

(b)

B 1. EATEH (LB Bz (a) GC s (b) & (¢) £5 GC/MS ]

RGBSR - /N BTG 2R GC [ o T (b) BURSHR= 2 IU{E 2 501
iRy GC [ (c) BHE (b) —RERRGHZEE -

FEE=MEES » TS LEHEE—EEEMNTE » (a) B (b) AREXHR
[ o E=EEAR VRS » H(a) BAHEBEROZER  HX (b) BAIRHHA—ER
o E”Wﬂﬁﬁ?ﬁ?'ﬁ?ﬂ%ﬂﬁﬁiﬁ*ﬁﬁ £ (a) B LAy S 2 ERIA 2K o B (D)
th B — (5% » B LI ReEE H—{8 {ragmentation peaks % HY
&t e mp‘{ﬁ}u;—rugwﬁ PAH ¥ electron-impact ionization €% HIEHE
BYS-FEET (molecular ions) » BLMRHGFIILS T RAVEEL » El:]—‘ﬁtﬁu‘. ’
Choudhury ZrR@#H PAH 7 fragmentation peaks "% o 5 ={HF L
BATEARRFA—-YE » BHFZ5TEMAR @ #— 279 MH fragmentatlon
peaks IRAFABR o Hih m/e=149 Fi{t3AYL phthalicacid esters (ELER
fis ) ZHALES o BaayE dibutyl phthalate W73 T8 278.34 » BEH
YR » Th—BRET o Bl KREMBEIAT LML » Ma b & A s A
BOE (EREFAHEEEE o Cautreels & Cauwenberghe i B BLER
BRAATEEER S T RO o KBS EE IR 105X 2 Bl » (A Bl A 2 R
BEER I o W REFIER dibutyl phthalate RITFBE#E—HRIGRTE o EHR=EH
()L (b) zEETRERAMSETHz GC AYEFELETD A » B—7fEz
RAEBSTHEESGRERTEZREHERA CEIUEEN) » BB H
2o st ) EAKRNER ST  BARBHERAT A ESRELE Y ZFE -
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AEERTOE ~ R HENREEE “HEIR” 2 &R » —BE R

TRERAETR » BoRIESERER G EZ 07 o BB » FEE20 » R RHE=
iz MBI IA THETFI © ILEERT 2 EE B AT R T B 4 BRI R
REFES LA LR GEZORRED » L — PR o

(1)
(2)
(3)
(4)
(5)
(6)
(7)

(8)
(9)

2E XM

SHESHER » 2P9HAR ¢« BRSSO EINATAGE 7 » TG
F& 2 19830

Das, B.S.: Thomas, G.H. Anal. Chem. 50, 967 (1978).

'Baker’-10 SPE Applications Guide, Vol, 1 & 2, 1982.

“Paiticulate Polycyclic Organic Matter”, National Academy of Sciences,
Washington, D. C., 1972,

Kénig, J; Funcke, W; Balfanz, E; Grosch, B; Pott, F,, Atmos. Environ.
14, 609 (1980).

Pitts, J.N; Belser Jr,, W; Van Cauwenberghe, K; Grosjean, D; Schmid,
J.P; Fitz, D; Knudson, G*B.; Hynds, P. M,, Science, 203, 515 (1978).
Choudhury, D.R.; Bush, B.,, Anal. Chem. 53, 1351 (1981).

Cautreels, W; Van Cauwenberghe, K., J. Chromatogr. 131, 253 (1977).
Cautreels, W; Van Cauwenberghe, K,, Atoms. Environ. 12, 1133 (1978).
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Analysis and Identification of Complex Mixtures
on Airborne Particulate Matter at
Fu Jen University

W.P. Leg, C.S. Cuu, F. H. WeN and ]J. S. Lar

ABSTRACT

Fu Jen University has been disturbed by air pollution for a long
time. The neighborhood factories, the heavy traffic on the street in
the front, the spreading of insect repellants and insecticides in the
nearby fields and several private open-air garbage burning grounds
contribute to the pollutants which certainly constitute a serious
threat to health and environment.

In the research conducted during the past year, the air parti-
culate matter was collected by a high-volume sampler with glass
fiber filters. Heavy metals were determined by the Atomic Absorp-
tion Spectrometer. Several heavy metals were identified. Lead, the
most predominant one, most probably comes from gasoline. The
organic extract was purified and separated by the Baker-10 SPE
method and reverse-phase high performance liquid chromatography.
Self packed column gas chromatography and gas chromatography/
Mass Spectrometry were used for the identification of sample com-
ponents. Results indicate that one family, phthalic acid esters, is
present in higher concentration than all the others. This type of
compounds comes mostly from garbage incinerators. Seasonal varia-
tion of compounds found was observed and discussed.
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HRTEETEIRLBERFL
M T TR LT T
i 2 %
BlEF BES BREH

B B

T RBERERTEAZALTAENER » AHRCBREERS - HEM
fEEE T BREREEA T RN ERE Y » (AR— EEBNEBHET » A
ZERRARE » T —ERZ T EBARE WSS T HEESET I o B
HAEGE AR AT —BOR R VBRI AR (mV-Voltmeter), FiAR » 2
EET A TC 2 ] o andf 2 PTBUE RS AT 2 SR » BP0 T p B ZE MR T 4A Y
T2 o BT REBEERERERMTERZ S—FHELLERNTEE ML »
BEEHMEERHAIZ (chemical sensors) RIEEFIEEHISHD o HEE » B
AT  EE T REERARRREAESTESOTE LETEAN=SS o

— AT ER S REHER » EBERE  RWEER » FBEESEER o B
W R BRI 6 FRESE » MRS NENEREET R pH & » FESHMSR
FRSEREE T e KR R B B Eh » B 2 & AR KBS0 » BTLALISE
BT B AT R RS L B SRS BrIL A B o

aa*

2
TERET- I EROVIEER b » PTMS B9 R TR b TS A B 0 TS f
REEAERERER® » HERRER .
Ecell — Elud e Erat + E.’j
Hrp Emg RIEFREROWEL > Ere RR2EBEMEN » E;y LHEER
AL o E—fRETT » Erer MWW > T Eij TLAHEE » HERRAERS
Ecent = Econstant + %I;‘— In a; (1)
Hrh a; BE&EBEETAEK TS

FTLLR kB By e T M iR ©
EHML AgX fRBAm
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E= Eo.Ag -+ %'g‘,— 1n Qagt

B

asgt * 0x— = Kagx
58

E = Egag + %g In Kagx — —IE%\; In ax-
fE25°CT

E = Epag — 59.1 PEagx + 59.1 Pax~ (2)

B1s T4 o 4 FZRIR Y i ALGRRY » WRIERRK » HPTIE MY ALBEAR K@ o
TP FIUT I e B VIR » SEF LT T LIS B SRR IE ~ S0REF > TiA
¥ —log PRHEERMICRER > BT AURLRTFHRARS. o Il 1

S

mV

5

4
=log C

B 1. SULSVER » B vs. -log WREEHIBRERE o
THTAFEN :
E= Eo.Ag + —i%:“‘ In Qagt
WEYH —log ase+ T » HEEE —RT/aF

Ksp
aagt * @z~ = KsDaex D aagt = o




E = EO.AQ‘

E - E(].Ag

W £ 2 85

RT ,  Ksp
&2 nF In axz—

RT RT
-+ Wln Ksp — oD In ax—-

#HE% —log ax- EH » H3EE RT/nF o

HERBH
B—ifR SABTEE
1. BEREEH

ks (EALA ARE) TREERR

BfLsh ( Merck) BrERSA ( Merck )

i G FEETIK

PVC & xR

R EEER (W) $RTE

kR FmR R R

g ()

PEE BmREmLR

FALE ( Merck) ZFEBHMER ( fluorene )

T FEBEER

BEslR [(K-poxy K-20)0 MCKIM GROUP

WALTHAM MA 02254 U.S. A]
2. B
Efrst (Radio pH meter 22 Type PHM 22 No. 70731)
3. ERRMEME

A HEAFOREEARERT 1 X » ARKRBARTALRE
R AAFIBRERSAVR R 4 1 /N5 » T 502 1 F B K YT e ks
» BA PVC & » JEASKIEERE » FERDEERSE R » BERZ
SRR T Z IR ©

WmB FEAERAR » AR ARSKAEATIRERIREK » WHE
KRR ©

WmC  EDER R » K FEMERAMER o

TEmD MBHEEERD i EFERAMER o

TRE WHEAROTEERERRE 0 BARERS 1 X » BRARTG

SRV B BRSRVE I 4 1 /NG » FI5026 Y BEZK B HE DL iR
o Hopk » BUS25ER R85 26 il MENR & 0 » B -
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BwG

ERH

Bt TR R AR BT

E AP h > JEA SIS » LIREE p o FA BIREE
R EREERR o

FHEMERER » (£ EEREA LF » B5524 ol F14526 rIBR
R MR TR » DBSATR AR » RS R BERIK
#5524 K-poxy (two-component) B854 » Ink45250)
BEK » i HEFER FHA o

FEMEmGAHN » (5145520 K-poxy #HepR5525M _KBHE
o

BB SMTEER

1. BERTEEH
FEERER ( Merck ) Rk
FEIEER ( Merck ) PP &

SRR

BNC ##H

At » FE2RHE R o

2. 8%

Hm& IR %~z KBR BRELR (IR Pellet die) o
Hflh > WAL o
3. EREAHE

ERRA

kB

B&®C

A D
WEE

WYL SRIBRE (LGRS R L ANR A » 1RIBI8 ~ Holdh » TSR
5 » Bl KBR EERBLR » BEJy#55(7E10 M/ cm® » BREY 2mm)E
HOVEIR o ME @ IEEEEA PP ®h » HREN=0 210 M
FHERSRYENE » BNC H=DIRHEGRIR » AT » FEREAR o BL
Rk » IMABRIER » FERB TR BRKEEDEZIEEE® -
S BULERA TR B RAR B K e B RRAL » INABEALERER TR
EEGREE o

MR 2 B A RRERT—K » REERKBARNRRERE
W > RITIRALEREIE » SR AR R A A AT & —
IR > 5020 B P BE/K B IRUE R » 2 PVC Bep > JEASK
Ve » FRRBEERE 0 » TR /M IR B

H T b BB A RERR P —K » R A RTIINERERES
W0 0.1 M BRAbshu iR B ARSI b & —/ I > JLEMERR
SRR BHM o

BT IR R M IRAR RS » HER RS C M ©

TG BB B REERR R —R » £BI8 ~ FHE R o 1SR ALERIDR
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[LERDIEE e ILBHR A » RS8N « 5205 > FIIEEEE B o
8525 K BHAE » 1025MRUD R b 2689 Ag=S/AgCliBHK »
MEIRE&ISS » SREEEABTEE S » JEAK » LiRTHRP »
TEA IR E R L o

TwF BTHXBURERRIELT » HEAMERIER ERR o

TRG BRTIEEEAOMERER 55251 K-poxy » 3025 RIRE B 152419
Ag.S/AgCl st » HEMEEREREMHER o

EHRH BTHES®GZ K-poxy i bist » HErhkRERGHM o

TR B R

B4 ST
BB B & AR R e e

WA RRESE RO FEMENER » E 2 - | 3 HEBRMEIE &
R LS » R DIBREET B » FTLIER T RE R A EY &
HRH FEORTREEEANAS » AR EHERTFAORREETORE SERE
AR AEEZEREEERDB o ME6 ~ B 7 LIEERER BH BT A TRT
FRA e » BT LG S SMER A PR VR » WD BEEERM R » (B
EIEHRBENES (response mechanism) JEMFPIYE ©
BiEREEAE

— MRS TREGREAER » AEERRERAERESEFR » HE
HIE 2 MBI 3 FEL2 ~ ELSHER M K ffk R » ARk MR 7E R »
R A R B A b (EET YRR IR ) SREERRTER o BT LIS [ AR R ARAE S
APEERRAEIEL o (HER CHhmE 9 ~ EI0WLLEEMERA » B/ ~ BIER ERR
AR E A EEE RARA RS o
i R A R R R
BRA  HESRMET AREIEE 1x107'~1x1073
1%10™4~5x 107" ( —A A% )

WEB APDHET AMIEE 1x107°~5Xx107°
Ex1072~Ex107° (-H/AKE )

HERAPAE 4 ~ [ 5 REBHH9E 6 ~ [F 8 LA H » MEERKT
AR » ARMERS - ERERTHHREREAON » TUEFTER
RS R+ (BRI AR IS TR T AT fT Rk i o REBHEA S THARER
B o SETRRETRRESE o HLAMEET MARRERST (response time) FIEET HOBHIFHT
AR© » LTS EREN » RRSBTRS » FRBMERRRE » Hill&
R A FFE R



88

T SRR 2 ST

-200f PR
-
/’/
R
T 250
-30
9 -log[Cut*?]
. + >
1 2 3 4 5 6
B 2. WA » BT 1% 10-1~1x 10-*M » 2435 23.06 0
o “
600 e
~
“c
~
s
= X
400 \
200
. -log[S7]
-
1 2 3 4
3. MERA » BT 5% 10-5~1x% 10-*M » 2488 —1030
A
‘./
-250 g
L ‘;f".
B ,,
’
’/
-350]|
-450 i
¥ Clog[Cu+2}
1 2 3 4 5

Methanolic solution

4. TERBA » R PRE 1x10-1~1x10-M » 328 550



A
- =il
> el
C .-
-200
=300 "._" -10g[Cu+2]
3 4 5 6 7 8
Methanolic solution
B 5. TEERA » B 1x10-4~5%10-"M s 3}88 46.50
750}
_ S
650 Sao
550
450,
. °
350
250
150 N
T t + + . “-h--—.'-’
1 2 3 4 5 6
-10z2[87]
Fl 6. TERB o BT 1x10-%~5x10~M » 3438 —175.67 0
{ '
-200 g
-
Z-~250
=300
1 2 3 4 5 6 -log[Cu*?]
B 7. MEEB > B 1x10-1~5x10-M » 38 23.330
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mV

mV

TR R R B BTG

M \‘
600 4
. \
500
L ]
400 |
300 | .
200 .
100 |
0
. , e -
P _1og[S~©
1 2 3 4 5 e 1ostSl
[F 8. BB > PiPEFIE 5% 10-2%~5x10-°M » 225 —143.280
A
=300 .
-400
-500 e -log[cu*?]
1 2 3 4 5 6
B 9. IBEIC » B 1% 10-3~5x10-M » 2% 51.500
7000
600
T soof
400 .
300 \“t\
AT -log[S=I
N e m
1 2 3 4 5
B 10, REIC » PR 1% 10-2~5x10-°M » 2§88 —226.750
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P A R AR
EHmF EI5 SMESE 1x1071~5x10"° ( BEARRFRALEIK)
E16  EpEiEE 1x10-2~5x107° ({EAZK)

B RARE » B EMEAE R RN TRR AN » —R AR ER
s b ARSI (& BRI T BB R ) » EMEER T
RERMEREBEHL ) FEBERERRNEPEGERTEE » MEEEETR
E & (hydrophobizing agent) ¥EEMEIE

EME ~ ERF ~ BRG ~ HERHES AR FE S BHE A ER o
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BRI 28R fERBRE R RIS » BTLABGEE -
ERE
TRBRE—MEE » ZUAARTERPZBIERER » Ll Ag.5/AgClE
TRFEATFL  FURIREET R > HEA M EBUETIRR « Bt » RUEA LIIRER
Eig—K » B OYRIERBEED R » NRABEETRREF S » BEEERRR
TR TRRERERIANE + SRR » BuABR SR IR SRR A A —
o B Ag.S/AgClBRMIFEILrp o BTG HA Bl » BlANF AR BB MLoR I
BRI » IR GIA Sy AgeS/AgCl BAILAF » MBS M Ag.S/
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The Fabrication and Evaluation of Copper Ion
and Chloride Ion Selective Electrodes

Jane-Yu Livu, JiA-JEN CHEN
and SHow-CHUEN CHEN

ABSTRACT

The various fabrication methods for copper ion selective elec-
trodes and chloride ion selective electrodes of carbon related mate-
rials were studied. Factors under investigation were the size of
electrode, the soaking order of sensing elements, the type of carbon
matrix and the dosage of sensing elements. Results indicated that
electrodes prepared from carbon rods or carbon fiber bundles gave
favorable responses compared to those from pressed pellets at low
pressure or that from doped-graphite in polymer matrix.
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VET AT A R RIRIB & BT R A
RENHRT T A E
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APERLIEHE (Concord) HiAIETEIE » ELAMLER R HT RS TSRS
& RIERFER SRR e RO M AR R PR RA - IR S BN T o5 s
o BEE— AR RFA TR ERER I T » BESTIC M ERE o

Bl El

HeRk (Concord) F#EAR Vitis labrusca cv. Concord » FE R
BEmg > ASEARR » REVFE ARG (Neubeck 1975) o HeBk#izs 570 4118 S 40T
0 JRiD 0 B3REER A 5 delphinidine-3-glucoside » A REE |® o
i R C SRS AR EGN ~ BREBAEE ~ PR B R R A 1
R o TRAFEER 4SS Methylanthranilate ZFTEHi# &4 anthraniyl
ester R EYATE ¢ o BRI INBEFI AT T H MR IBEEENR ) ETT At
SRR 2 BEEAR  (polyphenoloxidase) AUFES/ERIUS o MpFREIE
BT B BRI A B R A B s D » BinBvE BN B R 2 s
(anthocyanin) BEEEBUNAH » ERHZELEER N o {EE NBbEH RN
BRNARERE © nBkEk » BREE » DR HERE TR R
(furfural) SERREMEAYTTEEYMIZE AR EIE » BRI H s REl
PRI o ZELAFARBEEREG LM EBES AR » LIRS
MEPFER ~ RS R o 38 b0 BBk AR B T ORI » 18 S LM OV EE ~ 38
1T » EAH S W BRI R ABITO1810 o

AEERBER I ol AR BB AR A B R AR 0 S LHIE R BT
TERY RIS R BRI T » BRe T RS R R s o

ME RS E

REI724 7 RIREZ@ L HRTHRS B2 HRRES (MAEB=E) '’
BUEE > 1y —20°C BEUEEiEm o



102 MR R L MR kR A R R

— WER 2

Bt 1L 2P O R TR T AOKIEARA » FEREREE /7 BUINAAZE 50£1°C »
60£1°C ~ 70+1°C & 80::1°C » #ftd% 5 Atk » HBFRE = 40~50°C » A
0.1% RIB/4BE (pectinol » Fif Rohm ARG ) UEFE 1AM 5 HALUR
MR TSR # R « SEATREE o FARREA PR
» HEPHPCRIEAEOR —20°C » 48 1SR I 4°C SHHRARDIC ) MTWRIR I I
» I SASBA R IRTE T SLALPLIR o 3BIBILPHEI 250 267k FOBLRIR » DA
T 75°C BUKRYETLSAS o MM MBS » 1 0°C RRFERIBRA 47
KA ©
= ERRE

WIRPERRE—f5 » T 12°Brix » HARESAERIZ AR 10 % 5 501
SEPHHRRE ~ R, ~ BUR S RBARIE S RRTT » 1)L R SRR 2 o
#7lE: (Hedonic) SEFJ7%k » BRLLBE SATARER o 13— HIRREIEAAL o
=~ Rt 2R

EABRZ A7 I HE AR 79 2 I TR P25 > TLOZ T B

kiR > FAREEREERE - RN ~ R ~ S50 FTRB R AR —20°C
0°C ~ SRR ~ SR KREEC K » FhE— B BRI HET A o

M~ RABS 3

1. #fe : Difazets (Tru-Color™, Neotec Instruments, INC™ H&h)
VeseBIIE > PRI L=959, a=—1. 2, b=220

2. 3% (TAcy) Z&E : MEHHELVE » pH 9= 32 DIRELES
(Spectro 20) # 520 nm 7%-E FEIHMBME » Ll Malvin chloride (Sigma 2
B ) SR » felafemii (calibration curve) » EMERE o

3. TIREERZ SR « B 25 ml EA-ZIEIEE » tn 50 ml FEEB KB HER
iH > A N/3 NaOH &= pH=T ERBERRERL °

4. ¥5% : L) Abbe Refractometer Bz » #IEZ 20°C HYELL °Brix 3%
Lo

5. pH : Il pH meter HIEZ o

6. Hydroxymethylfurfural (HMF) 2&2Z#E : BBt 1ml » 551
MAL02 (M/V) 2 p-toludin (¥ RIkAEIE BARBAROER £ » Hrp—iflin
1ml H:0 7% 1ml 05% (M/V) barbituric acid » HB#—#l 2ml H:0 5
¥R 0 76 550 nm PEHE TFHEIEBRKE o S5l hydroxymethylfurfural (Sigma
ARG ) BEL TR o
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BAY 2 s IRIEUR » SR ingh BRI TR » eI IS m e » e st
AT BISHATERLE » #ELRBEGR AR > BUFRESR
G » BTG 88 Zi 7  e H BER FRIERME T o

itz = -EUPHELL BHIE 00,

i REFT

— FTRAERRBEEHFERIERTREEE

% R BEE RS R gt 1 Biw » BRIEAR 70°C P (MM SR i - 4R
# Tischer® R Sastry Bl Tischer™ #5H » ¥ SRBE 5 AR T v FL 0%
I R TIB N o 45 80°C MMEH-REM L 70°C /v THERMRSKAS BB L 2
e o BIEHATEEEINZE EE > BT A 1R RS o BE B TR LB REHY LA » VIR
ERERRE A IMEAR » i pH {E7R A7 S » {975 3.27000E « #ifa ~ a3
witk HMF BRI BHERIEE(L » {597 DAREE 9SS in AT st fa 35 2 i »
g HMF HoRcth 5255 » 80°C BERLAYEA- 1 50°C JEFAYEH HMF Bin
10 ppm » ZREVEREEAVFRERC IR EE ©

Table 1. Effect of crushing temperature of mash on
characteristics of concord grape juice

~——__ Temperature
el - 60°C 70°C 80°C
Characteristics P
Free run 38.8 43.8 47.8 47.8 58.5
Juice yield | Press 30.9 33.8 29.6 32.4 19.6
2)

Total 69.7 77.6 77.4 80.2 78.1
pH 3.20 3.22 3.26 3.16 3.20
*Brix 14,1 14.9 14.8 15:3 15.9
Titrable acid (g/1) 6.7 8.3 9.5 9.6 9.8
Color L 75.4 7341 74.5 72.0 72.5
(dilute 10x) a 3.5 18.4 15.5 20.5 19.3

TAcy (mg/l) 795 1,540 1,262 2,651 2,154
HMF (mg/l) 3.96 13.84 22.42 18.46 23.50
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Table 2. Effect of crushing temperature of mash on
sensory value of concord grape juice

Temperature
Tl S Tan ' gpe | are 70°C 80°C | F value
Item -_\__ emp.
Color 2.5 5.4 5.0 5.3 6.2 111, 09%*
Aroma 4.1 5.1 4,2 4.6 3.9 12.55%
Flavor 4.2 4.6 4.2 4.1 4.2 0.33
Overall 3.6 5:2 4.8 4.7 5.0 8.4 #*
impression

k127 significant level
* 524 significant level

TR ORI S B 152 T SAARAS Tk 2 » SR RRELEE LTt
T » bk 80°C ARV RS » ISR B 2 SRR
o TSR, ~ TR BRI L 50°C SEMARF A% 5 TEMIBESRAOHIRAL » PO
BEk » TBEEHE » B4 BRI K 2 T AR A R o
Hh A A SRR AR LR T » S RUR ARSI (UM R ©

RSAEFRE R TTAN » ORI R TR 2 e G T LA O
) TRk Y FURTIE o SR AT » LUSMISIE TR RIS 50°C JERE » ief
SRR o
=~ TR RS AR AR ENRE

1. pH ff : A BERHEIEL » BRSSO £ » JoPtz DH. (AT B
#5BI4L (AR 1) » Sistrunk % CashO™ BBt AT PH HEI
BRI © H AT RV T AR SR R R B D BT
RSB o

2. FIRERREE | RERS T BURERT SR BTk » (B IR R
# —20°C RPN (K 3) > TRE —20°C FEARBPREGMEL
W » PR TR B o

3. MR : ERRA » RAFREAMANES ( AFk4) » HPE 35°C BE
JEL R SR TR S » TTHESR MBI PR3 M TE IR TR
W ) AR R R T AEMRIE (mailard reaction) » LURHS
(LS ) ik HFM® Tigese Th o

4. HMP : iR ReBR PR S R 298 » HMF 2R
(RIE2) o 7 35°C B HIUBIARRIEIT T ootk HMF WS » 840K
Rifits HMF 31 6.7 ppm « SEIEH AR A RO #EE Y HMF EXR



S S 105

K » WRNRTEE EMF 90 » TSR EReEEs HMF 24
BIEHEA o

5. 3% (TAcy) : BEERRNEOEINESHHEEEARSOES (5
3) s BEEERSAEERIRS £ 35°C B R 1 EA e
TR 95096 » (EEMETE 0°C B2 BoHERIME BN » R 0RS =5
r— BAREES » TSNS ORI ARSI T A » e
o G TR » FRCEAB W R RSB LR o B EEIKATS B i
EEFERSL delphinidin-3-glucoside » B ABIE » HEEERETRE

Table 3. Effect of storage conditions on titrable
acid (g/1) of concord grape juice

~T——___ Storage conditions
ey H RL R (0]
Time (day) \

0 4.95 4.95 4.95 4.95
15 5.00 -— — —
26 5.00 5.00 5.05 5.00
40 5.05 5.00 5.06 5.00
71 5.00 5.00 5.00 5.00
125 = 5.00 5.10 5.00

H: 35°C

RL: room temp. -+ day-light
R: room temp. + dark room
0: 0°C

Table 4. Effect of storage conditions on °Brix
of concord grape juice

——___ Storage conditions
e H RL R 0
Time (day) )

0 9.0 9.0 9.0 9.0

15 9.2 — - —

26 9.2 9.3 9.4 9.1

40 9.0 9.3 91 9.4

71 9.0 9.0 9.0 9.0

125 — 8.4 8.0 8.7

H: 35°C

RL: room temp. + day-light
R: room temp. -+ dark room
0: 0°C
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Fig. 1. Effect of storage conditions on pH of concord grape juice,

15,0 -
~— - L]
L
g13.0F
o =
g 3
A .y \0 —b—p— 35%C
e .0 —x—xX=— room temp.+day-light
b =—a—s—room temp.+dark room
.8 - —e —o= Q°C
4]
o
¢ 9.0
a H
7.0 3 " .
/ - P
& a
. B x""‘r-'::”‘_'//
‘/ '
5.0 St ] I 1 1
i 55 50 75 100 125

Time ( day )

Fig. 2. Effect of storage conditions on HMF content of concord grape
juice.
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a sy e BHOE .
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o
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)
o
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Fig. 3. Effect of storage conditions on TAcy content of concord grape
juice.

» TR BRI X W RSE L In TR A2 W AOpalBL EE < 5 BE TRy
sqmaEYy furfural B 5-hydroxymethylfurfural ZRA738 555 MR A0ZCR <2
o —fACTH » ENEETERME AR EE » BEKTEE TH SR AIRARAYBIAR » TR
A T AR R » RAERTHOR (R T A it (R SRR A0 Zs

6. THERTE : ZRIF BTG £ T BT T M — B IR R BT PR SRR
BnE 4 ~E S LB 6 o WAIfE 0°C RiAvRAIUME F s ~ Fh ~ HE
R AT R AR T B IS EARED ~6 2 I » LR B R s
» BEBTRR 2 RSB A o RIERM » BB RTRE AR FFE A ~ DRIE ~ MBS
A2 8 AR R AR FE 2 R » T ERR R A I E R » RAEE=EENE
) BEBARELENER o

KRR 1 o BERG I A9 IR E A BRI M ZES » BN WIEENESS o 7F
B (8 L » 7ESETR T RROG IS 3 R FTAS R RS /RS » MLV TRESRE T A B AR
s 1T BEIG IR S ok A s (Ll R B AOPE AT » TSR (35° C) TTAVR » BEFA
ERFTEUT RS » THEERAREIRTESFABNESE

F0A A B A3 AT B ST i TR 0 TP T DA SRS v B A e Rk 4 T
y AR TR AR B AR A 0 S ORE R BT FE D S R R 0 W LANE
8RB R GRS A THABEENMR » BRI AR RS
PR RS ©



108 A R R R B R s PR R B A A e R s e
5 :\“
g6 i __:-——"——-“’-———___
g \‘\:_\ ]
S “‘ H
3 Ty
o 4 L
8
“ o
% - o F —e—o— 35°C
9 \. —x—x—room temp.+day-light
oo L —a—a—room temp,+dark room
O. i yin e 090
0 1 1 1 1 |
25 50 75 100 125
Time ( day )
Fig. 4. Effect of storage conditions on color score of concord grape
juice,
Q 6 L
: ¥ L]
8 — 1 T L
n a G'T ]
>-' . \‘\_‘
Ee ]
5 4 I ‘\—‘——A
a [}
w L
u A/ —0—0-35%%
] —x—x=room temp.+day-1light
22 —a—a—room temp.+dark room
—t —e—2=0°C
[
0 1 1 1 1 1
25 50 75 100 125
Time ( day )
Fig. 5. Effect of storage conditions on flavor score of concord grape

juice.



W - o2 # 109

Overall impression sensory score
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Fig. 6. Effect of storage conditions on overall impression score of concord
grape juice,
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Effects of Crushing Temperature of Mash
and Storage Conditions on the Quality
of Concord Grape Juice

HsueH-Err CHEN

ABSTRACT

The chemical analysis and sensory evaluation techniques were

used to investigate the effects of heat treatment on the quality of
concord grape juice. The influences of different storage conditions

on the juice quality were also studied.



111

CARBAMATE INSECTICIDE REMOVAL IN
LAUNDERING FROM COTTON AND
POLYESTER FABRICS

Jaw Hua Cuiao and BARBARA REAGAN*

Department of Textiles and Clothing

ABSTRACT

Previous laundering studies have focused primarily on the organo-
phosphate and organochlorine insecticides. Few stuides have
evaluated laundering procedures that are effective in removing
carbamate insectides from contaminated textile items. Because of
the potential toxicity of carbofuran and methomyl, and their
popular use to control field crop insect problems in Kansas, the
purpose of this study was to evaluate the effectiveness of various
laundering procedures [i.e., three detergents (All, Tide, and Wisk),
and two laundering temperatures (60°C wash/49°C rinse, and 49°C
wash[40°C rinse)] in removing carbofuran and methomyl contamin-
ants from the contaminated cotton and polyester fabrics. Percent-
ages of insecticides residue remaining on fabrics after laundering
were analyzed by using high performance liquid chromatography
(HPLC) with a fluorescence detector. The relative toxicity of the
insectide residues left on fabric after laundering was investigated
by using a bioassay test method with Drosophila melanogaster
Meigen.

The carbofuran contaminants could be readily removed by all
laundering procedures investigated from the contaminated cotton
and polyester fabrics. The methomyl contaminated cotton fabric
could also be cleaned easily by the laundering procedures investigated
in this study. However the interaction among polyester, methomyl
and warm (or hot) laundering temperatures resulted in the
highest percentages of insecticide residue remaining on laundered
fabric. After 72 hours of bioassay test, mortality of fruit flies
occurred on the methomyl-treated polyester fabric laundered in
warm water. No fruit fly mortality was detected for the other
fabric, insecticide and laundering temperature combinations.
Consistant findings were obtained from the HPLC analysis and
bioassay tests. Additionally, no significant differences were found
among the three detergents investigated in this study.

* Department of Clothing, Textiles and Interior Design. Kansas State Univ.
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INTRODUCTION

Pesticides provide a fast and efficient method fof controlling
pests in our environment to increase agricultural prodution and
protect people from diseases; however, many pesticidal chemicals
are toxic, persistent and polluting. The potential danger of pesticide
products varies, depending on the chemical class, concentration, and
formulation. Agricultural workers, commercial pesticide formulators
and applicators as well as consumers who use these products in
and about the home need to exert precautionary measures to reduce
exposure to pesticides. Generally, the probability of exposure in-
creases with the frequency of handling pesticides,(.29

Clothing worn by individuals who work with pesticides can be
contaminated during the preparation, transference, and application
of pesticides.®-9,25-20 If the contaminated clothing is not laundered
properly, pesticide residues on clothing may be absorbed through the
skin, resulting in chronic exposure, illness, and even death. The
most effective methods should be used in laundering contaminated
clothing, thereby reducing the possibility of dermal exposure and
absorption as well as cross-contamination of other clothing items
in the wash. Current research has shown that effective removal
of pesticide contaminants from textiles is dependent on numerous
factors such as the chemical structure and class of the pesticidal
chemical; product formulation, additives, and concentration; fiber
type, fabric construction characteristics, and finishes; laundering
procedures, detergent type, water temperature, additives, etc.®12
14,16 —-23)

Previous laundry studies have focused primarily on the organo-
phosphate and organochlorine insecticides,(=7,9-12,18-2)  Few studies
(16,21~-23) haye evaluated laundering procedures that are effective in
removing carbamate insecticides from textiles. The carbamate
insecticides were developed primarily in the 1960s. In general,
carbamates tend to be more biodegradable, and some are considerably
less toxic to nontarget species than other classes of insecticides.
Governmental bans and restrictions on the use of organochlorine
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compounds and the organophosphorus resistant strains of insects
have resulted in an increase in the use of carbamate insecticides.
The carbamates act in mammals as autonomic drugs, stimulating
structures innervated by cholinergic nerves. This parasympathom-
imetic action results from the inhibition of acetylcholinesterase to
allow local accumulation of acetylcholine. Because of the frequency
of use, toxicity, and potential hazards associated with carbamate
pesticides, this study examined the efficiency of various laundering
conditions in removing selected carbamate pesticides (carbofuran
and methomyl) from cotton and polyester fabrics which were
similar in weight and construction characteristics to those commonly
used in apparel items. Fabric samples were contaminated with
specified concentrations and amounts of carbofuran or methomyl],
laundered under controlled conditions, and then quantitatively
evaluated to determine the biological activity and amount of in-
secticide residue remaining on the contaminated fabric after
laundering.

EXPERIMENTAL METHODS

Fabric Selection and Preparation

The fabrics used in this study were a 10025 bleached mercerized
cotten (Style 419A) and 10025 Dacron 54 polyester (Style 767)
which were purchased from Testfabrics, Inc. These fabrics were
similar in weight and construction and did not contain any finishes
or dyestuifs, thereby minimizing potential problems in the extraction
and identification of the insecticide residues.

Specimens measuring 7.6 X 7.6 cm® (3.0x3.0 in®) were cut from
each fabric which had been conditioned for 24 hours in a standard
atmosphere for testing (20 & 1°C and 65 4+ 225 relative humidity).
The lengthwise and widthwise directjons were parallel to the warp
and filling yarns. The specimens were taken no nearer to the
selvage of the fabric than one tenth of the width of the fabric. In
order to prevent yarn ravelling during laundering, the edges of
specimens were serged by using sewing thread with the same fiber
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content as the specimens.

Specimens were subjected to three prewashings to remove
impurities. An adaptation of the procedures oultined in AATCC
Test Method 135-78, Dimensional Changes in Automatic Home
Laundering of Woven and Knit Fabrics, were used for prewashing,®®
Within these procedures, the specimens were washed in a
Sears Kenmore automatic washing machine on a normal setting
using a full water level, a 14 minute hot water (60 4-2°C) wash, 90
grams of AATCC detergent WOB, a 18kg load, and a warm
water (40 +£2°C) rinse. During the second and third cycles, the
specimens were washed without detergent. After prewashing, the
specimens were air dried and stored in clean plastic bags for future

use.

Preparation and Application of Insecticide Formulations

The commercial pesticide formulations selected for this study
were Furadan® 4F (i.e., carbouran produced by the FMC Corpora-
tion) and Lannate® L (i.e., methomyl produced by E.I. du Pont de
Nemours & Company). According to the field crop insect manage-
ment recommendations by the Kansas Agricultural Experiment
Station and insecticide manufacturer’s publications,®.'8.® the highest
concentration of these carbamates commonly used in field is a 4.0%
(w/w) aqueous formulalation. Hence, this concentration was selected
for fabric specimen contamination using deionized distilled water
as the diluent. Additonally, these 4.02% (w/w) carbamate formula-
tions provided an effective dosage level (1002 kill) to the fruit
flies used in the bioassay tests. A portion of diluted formulation
of each carbamate pesticide was freshly prepared before every
experimental replication and stored in a refrigerator at 5°C to keep
consistant properties.

The fabric specimens measuring 7.6 X 7.6 cm? were suspended
horizontally over polystyrene boards (10x10x1cm?®) with stick pins
so that there was approximately a 1.5 centimeter distance between
the back of the specimen and the face of the polystyrene board.
The boards were coverd with aluminum foil which was replaced
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after each subsequent insecticide treatment.

Since the weight of a polyester specimen was 1.1 times the
weight of a cotton specimen, the amounts of various chemical solu-
tions and solvents (i. e., diluted carbamate formulations used for
specimen contamination, wash and rinse liquors used in laundering
and methanol used for insecticide residue extraction) were adjusted
to maintain the 1.1 to 1.0 fabric weight ratio. For example, each
cotton specimen was treated with 1.50ml of the diluted carbamate
formulation, therefore, a 1.65 ml of the same formulation was used
to treat a polyester specimen.

A 10 ml burette, mounted on a burette stand and housed in a
fume hood, was used to apply the carbamate formulations to the
cotton and polyester specimens. The tip of the burette was appox-
imately two centimeters from the surface of the specimen during
application. The polystyrene board with the suspended specimen
mounted above was moved back and forth at a constant rate during
treatment to ensure even application of the insecticide formulation.
Pesticide respirator, goggle, lab coat and plastic gloves were worn
to minimize exposure to the insecticides. After applying the
carbamate formulations, the specimens were air dried in a fume
hood for 48 hours before laundering or extraction (i.e., for the
blanks).

For each {fabric type, carbamate insecticide, detergent, and
laundering temperature, two sets of specimens were treated, one
set for the high performance liquid chromatography analysis and
the other set for the bioassay test. In addition, two sets of speci-
mens of each fabric type which served as “blanks” were con-
taminated with the carbamate formulations, extracted with methanol,
and then analyzed by using high performance liquid chromatography
and the bioassay test.

Laundering

AATCC Test Method 61-75: Colorfastness to Washing, Domestic;
and Laundering, Commercial: Accelerated® was modified to
establish the laundering procedures to simulate one laundering
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cycle. All volumes used were initially calculated from a 12 gallon
wash load to duplicate the home laundering situation. The use of
deionized distilled water was necessary to reduce water impurities
(i.e., metallic hard water ions) and to facilitate accurate residue
analyses after laundering. An Atlas Launder-Ometer (Model LHT)
equipped with stainless steel canisters was used as the laundering
equipment. The canister lids lined with rubber gaskets provided
efficient laundering without leakage. In addition, teflon liners were
used in the lids to prevent retention of carbamate residues by the
rubber gaskets. Twenty-five steel balls (0.64 cm diam.) were placed
in each canister to simulate the abrasion action which occurs in
laundering.

Three detergents, All (nonionic), Tide (anionic) and Wisk
(nonionic-anjonic) were sclected for this study on the basis of
consumer use and ionic properties of the surfactant. For each
detergent type plus the controls (i.e., deionized distjlled water only
without the detergent), the following wash and rinse cycles were
investigated: (a) a 12 minute hot wash at 60 4 1°C, followed by
two five-minute warm rinses at 49 & 1°C, and (b) a 12 minute warm
warm wash at 49+ 1°C followed by two five-minute warm rinses
at 40 = 1°C. Freshly prepared 0.2% (w/w) detergent solutions were
used for each laundering (i.e., 0.30 g of detergent per 150 m! deter-
gent solution per cotton specimen and 0.33 g of detergent per 165 ml
detergent solution per polyster specimen). The pH value of wash
liquors was determined before laundering by using a Beckman
Zeromatic pH meter.

After washing and rinsing, the fabric specimens were dried for
eight hours by hanging them on a clothes line under atmospheric
conditions (25 4 2°C and 60 &+ 52 relative humidity). Then half of
the dried laundered specimens were placed individually by using
tweezers in Jabeled 500 ml Erlenmyer flasks and capped tightly for
later extraction (i.e., wrapped with one layer of aluminum foil
underneath and two layers of parafilm on top). The rest of the
dried specimens were stored individually in Jabeled sample vials
(10 dram each) for future bioassay tests. The glasswares containing
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the dried specimens were placed in a refrigerator at 5°C until
needed. '

High Performance Liquid Chromatography (HPLC) Analyses
Extraction

Before extraction, the refrigerated specimens were placed in
atmospheric conditions until reaching room temperature. The
specimens were extracted three times for 40 minutes with 50 ml
of distilled in glass grade methanol (Burdick and Jackson Labora-
tories, Inc.) each time by using a mechanical shaker (i.e., Burrell
Wrist-Action Shaker Model BB). Following completion of the third
shaking, an additional 50 m] of methanol was used to rinse the
stopper, specimen, and flask. This final rinse was combined with
the three methanol extracts in a 500 ml round-bottomed flask for
future concentration. For extracting polyester specimens, the volume
of methanol was adjusted to 55 ml.

Concentration

A rotary evaporator (i.e., Buchi Rotavapor-R) connected to a
water aspirator was used to concentrate the methanol extracts. The
concentrated extract was transferred to a sample vial with aluminum
lined cap. Three methanol rinses were use to dissolve any carbamate
residue remaining in the flask and then combined with the con-
centrated extract in the sample vial to bring the total volume to
10mls (i.e, 15mls for blanks). These concentrated methanol
extracts were stored in refrigerators at 5°C until HPLC analyses.

HPLC Analyses

The carbamate residues in the methanol extracts were analyzed
by using an HPLC postcolumn fluorometric labeling technique. The
analytical column (Du Pont Co.) used was 25cm X 4.6 mm i.d.
packed with 6 mm Zorbax C-8 spherical particles. Additionally. a
guard column (Whatman Inc.) 7cm X 21 mm i.d. packed with
25-37um Co-Pell ODS was used to remove impurities from the
injected samples. The mobile phase was a 40% Acetonitrile-H:0
solution with a flow rate 1ml/minute and 1.2 x 104 KPa pressure.
After 20 #l of the carbamate methanol extract was injected into
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and separated by HPLC, the carbamate residues were hydrolyzed
by reacting with 0.05N NaOH at a 0.05ml/min flow rate under 100°C
in a hydrolysis chamber (RFL Industries, Inc.). Following the
hydrolysis step, the N-methyl groups of carbamate residues were
labeled by reacting with a special reactant (i.e., 0-phthaladehyde
+ 2-merceptoethanol in 0.05 M sodium tetraborate) and detected by
a Perkin-Elmer 650-105 Fluorescence Spectrophotometer with a scan
speed of 120 nm/min., an emission wavelength of 455nm, and an
excitation wavelength of 340 n.m. The peak height and retention
time of sample peaks were measured and compared to the EPA
standard peaks to determine the amout of carbamate residue
remaining left on the specimens after laundering.

Bioassay Tests

The bioassay tests were used to determine if carbamate residues
remaining left on the fabric specimens after laundering were
biologically active. Drosophila melanogaster Meigen (Canton “S”, a
wild normal strain), commonly known as the fruit fly, was selected
for this study due to its extreme sensitivity to insecticides. The
specimens placed in sample vials originally stored in a refrigerator
were allowed to reach test conditions (25 4 2°C and 60 & 5% relative
humidity) before conducting the bioassay tests. Twenty fruit flies,
24~ to 30-hour-old, were transferred into each specimen vial. Then,
the specimen vials were stoppered with black cotton balls (i.e.,
white cotton dyed with 5% o.w.f. C.1. Direct Black 38 using a 30
to 1 liquid to goods ratio) which were barely wetted out with 30%
sugar water to provide enough food, moisture, and ventilation during
the test period. The vials containing the test specimens and fruit
flies were stored at room temperature. The mortality of fruit flies
was counted and recorded after 24, 48, and 72 haurs.
Statistical Analyses

This study was designed as a factorial experiment with four
factors: fabrics, carbamates, detergents, and wash and rinse bath

water temperatures. Two complete replications were conducted of
the entire experimental procedures. The percent carbamate residue
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Table 1. Mean Insecticide Remaining on Laundered Fabrics

119

Laundering

Insecticide Remaining

Weight of

Insecticide Febric Temperature Detergent o Percent
10=3 mg 10=*z2
Carbofuran Cotton Warm All ND 0
Tide ND 0
Wisk 0.37 0.60
Water only 0.34 0.55
Hot All ND 0
Tide ND 0
Wisk ND 0
Water only ND 0
Polyester Warm All ND 0
Tide 0.70 1.1
Wisk 1.4 1.6
Water only 3.8 5.6
Hot All 34 4.6
Tide 0.81 1.2
Wisk 2.9 4.4
Water only 1.9 2.8
Methomyl Cotton Warm All 1.8 2.8
Tide 2.6 4.2
Wisk 1.9 3.0
Water only 2.6 4.2
Hot All 1.4 2.4
Tide 5.0 8.2
Wisk 2.4 3.8
Water only 6.9 11
Polyester Warm All 42 62
Tide 42 62
Wisk 41 60
Water only 34 50
Hot All 14 21
Tide 14 21
Wisk 16 24
Water only 13 19

*¥ ND means

no residue detected.
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remaining after laundering and percent mortality of the fruit flies
were analyzed according to the four factors as mentioned above
by using Analysis of Variance and Duncan’s Multiple Range Test.

RESULTS AND DISCUSSION

The mean percentages of insecticide remaining on the cotton
and polyester specimens, as presented in Table 1, range from 0%
to 62 x 107%25. Thus, all of the laundering procedures including the
water only treatment were effective in reducing these carbamate
insecticide contaminants on the cotton and polyester fabrics. Since
there were slight differences among the percentages of insecticide
remaining on the cotton and polyester specimens, depending on
insecticide type, wash/rinse water temperature and detergent type,
the data was analyzed by using the Analysis of Variance (ANOVA)
and Duncan’s Multiple Range Statistical Tests. According to the
results to the ANOVA test, the variables and variable interactions
that cause significant difference at the 0.05 level of confidence were
fabric, insecticide, laundering temperature, fabric X insecticide, fabric
X temperature, insecticide X temperature, and fabric X insecticide
X temperature. Hence, the significant effects of the main variables
(fabric, insecticide, laundering temperature, and detergent) on the
insecticide remaining were confounded by the second and third
order interactions among these variables. Detergent type was not
a significant variable.

In general, the polyester fabric had significantly higher per-
centages of insecticide remaining after laundering than did the
cotton fabric. There differences may have been attributed to inherent
fiber properties as well as yarn and fabric construction characterisi-
tics. Factors that may have {facilitated carbamate contaminant
removal from the cotton fabric during laundering include a nonuni-
form fiber cross-section compared to polyester which aided in
Towering the interfacial tension at the faboric/water interface, the
presence of hydroxyl groups in the cellulosic molecules whicn
imparts hydrophilicity, and a looser warp yarn constructin. These
factors would assist in wicking and wetting of cotton fabric during
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laundering to facilitate insecticide residue removal.

The methomyl-treated fabrics had significantly higher percetages
of insecticide remaining after laundering than did the carbofuran-
treated fabrics. This difference may have been attributed to the
chemical properties of the insecticides as well as their formulations.
The water suspension of granular carbofuran particles penetrated
the fabric less readily and was more likely to distribute itself on
the fabric surface, thus facilitating its removal during laundering,
In contrast, the methomyl molecules were in solution form which
increased fiber penetration and made its contaminant removal more
difficult during laundering. Additionally, carbofuran is unstable in
alkaline media. Since all of the detergent solutions used in this
study were alkaline, this would further enhance the degradation of
carbofuran in laundering.

The warm laundering procedure (49°C wash/40°C rinse) was
slightly less effective in removing the carbamate insecticides com-
pared to the hot laundering procedure (60°C wash/49°C rinse). The
temperature effects could be related to increased polymer chain
mobility and wetting, increased detergent efficiency, thermal degrada-
tion of the insecticide, or a combination thereof.

Statistical homogeneity was found for the three detergents (All,
Tide and Wisk) and water-only laundering processes. Thus, the
detergents were comparable in effectiveness. The carbamate in-
secticides evaluated in this study also were readily removed by hot
or warm water wash without using detergents. Hence, the similarity
among detergent types was attributted to the water solubility of
the carbamate insecticide and their effective removal by water
only.

In this study, none of the fruit flies died after 24 and 48 flours
in the bioassay tests. Therefore, only the percentages of mortality
after 72 hours, were used for data comparison and statistical
analysis. The mean percentages of fruit fly mortality, as presented
in Table 2 ranged from 02 to 402. However, almost all specimens
had 0% mortality of fruit flies, except the methomyl-treated
polyester specimens Jaundered in warm water which had mean
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Table 2. Mean Mortalities of Fruit Flies

Insecticide

Fabric

Laundering
Temperature

Detergent

No. of Dead
Flies

Mortality,
74

pz

Carbofuran

Methomyl

Cotton

Polyester

Cotton

Polyester

Warm

Hot

Warm

Hot

Warm

Hot

Warm

Hot

All
Tide
Wisk

Water only

All
Tide
Wisk

Water only

All
Tide
Wisk

Water only

All
Tide
Wisk

Water only

All
Tide
Wisk

Water only

All
Tide
Wisk

Water only

All
Tide
Wisk

Water only

All
Tide
Wisk

Water only
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percentages of mortality ranging from 3024 to 4025.

As mentioned previously, there was a significant three-way
interaction among the variables: fabric, insecticide, and laundering
temperature. The carbofuran insecticide was removed easily from
both cotton and polyester fabrics by using either warm or hot
laundering temperatures. The methomyl insecticide also could be
removed effectively from cotton fabric by using warm or hot
lJaunderng procedures. Slightly higher percentages of methomyl
residue remained on polyester specimens, especially after warm
laundering with and without detergent. Additionally, this was the.
only treatment combination that caused the fruit flies to die at 72
hours in the bioassay test. Thus, the test data from both the HPLC
and bioassay tests were in agreement wilh respect to the relative
differences in the amount of insecticide on the fabrics after launder-

ing.
CONCLUSION

The percentages of insecticide remaining on the cotton and
polyester fabrics ranged from 0% to 62x107225. The mean quantity
of carbamate insecticide initially applied to cotton and polyester
specimens was 60.9mg and 67.0 mg, respectively. Therefore, the
amounts of insecticide residues remaining on fabrics after laundering
were no more than 42 X 10~ mg which represents minute quantities.
Thus, the significant differences among the concentrations of in-
secticide residue remaining on the fabrics after laundering may
have little practical value. Additional research is needed to deter-
mine if water temperature has an appreciable effect on the efficiency
of methomyl removal from polyester. The results of the bicassay
tests, however, suggest that even small quantities of insecticide
residue are biologically active.

The results of this study do show that carbamate insecticides
are more readily removed in laundering compared to other classes
of insecticides such as the organophosphates and organochlorines
evaluated in previous studies. Furthermore, the warm and hot water
laundering procedures used in this study were effective in removing



124 Cotton and Polyester Fabrics

field strength concentration (4.0%4) of carbofuran and methomyl from
cotton and polyester medium weight fabrics. No previous research
had evaluated the ease with which methomyl is removed from
contaminated textiles during laundering. The results obtained are
consistent with other laundering studies on carbamate insecticides.

In many instances, the use and handling of the more toxic,
persistent and polluting pesticides cannot be avoided. However, if
an agricultural worker, gardener, pesticide applicator, etc. is able
to select an insecticide product for particular use, ease of removal
during laundering should be considered in addition to other factors
such as toxicity, applicability, availaility, price, etc.
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ABSTRACTS OF PAPERS BY FACULTY
MEMBERS OF THE COLLEGE OF SCIENCE
AND ENGINEERING THAT APPEARED
IN OTHER JOURNALS DURING
THE 1984 ACADEMIC YEAR

On the Simplification of Generalized Conjugate-Gradient
Methods for Nonsymmetrizable Linear Systems

Kanc C. Jea and Davio M. Younc*

Linear Algebra And Its Applications 52/53: 399-417 (1983)

The conjugate-gradient (CG) method, developed by Hestenes
and Stiefel in 1952, can be effectively used to solve the Jinear system
Au =b when A is symmetrizable in the sense that ZA and Z are
symmetric and positive definite (SPD) for some Z. A number of
generalizations of the CG method have been proposed by the authors
and by others for handling the nonsymmetrizable case. For many
problems the amount of computer memory and computational effort
required may be so large as to make the procedures not feasible.
Truncated schemes are often used, but in some cases the truncated
methods may not converge even though the nontruncated schemes
converge. However, it is well known that if A is symmetric, the
generalized CG schemes can be greatly simplified, even though A
is not SPD, so that the truncated schemes are equivalent to the
nontruncated schemes. In the present paper it is shown that such
a simplification can occur if a nonsingular matrix H is available
such that HA = ATH. (Of course, if A = AT, then H can be taken
to be the identity matrix.) It is also shown that such an H always
exists; however, it may not be practical to compute H. These
results are used to derive three variations of the Lanczos method
for solving nonsymmetrizable systems. Two of the forms are well
known, but the third appears to be new. An argument is given for
choosing the third form over the other two.

* Center for Numerical Analysis, The University of Texas at Austin, Aus-
tin, Texas 78712.
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Phragmen-Lindelof Theorem in a Cohomological Form

Cumng-Her Lin

Proceedings of the American Mathematical Society,
Volume 89, Number 4, December 1983, pp. 589-597

The main result of this paper is as follows. Given functions
b:(e),...,0,(c) which are holomorphic in sectors S,;,...,S,, respec-
tively, where S;U...US, = {e:| arg ¢ |< n/2a, 0 <|e|> p} for a>1,
p=>0, set ¢jp =¢; — ¢ if S;NSx#* @. Then {d;r} satisfy cocycle
conditions @,z + dz; = ¢;; whenever S; N Sz N S;# @. In addition
to the conditions [¢1]l<M, and |¢,|<<M, on the two rays of the
boundary (i.e. arg ¢ =x/2a), and |d;(e)|<A exp (c/le]) in S;
for some positive numbers A and ¢, j=1,2,...,v, if the {¢;} satisfy
the conditions [é;jx]<M, on S; N Si(#* @), then we get |d;j|l<M
on Sj,j=1,2,...,v. (From the cohomological point of view, we
can get global results for ¢;, once the local data on cocycles is
known.)

Necessary Condition for Ackerberg-0’Malley Resonaoce

Cumneg-Her Lin

Chinese Journal of Mathematics,
Volume 11, Number 3, September 1983, pp. 181-192

We consider boundary value problems for the differential equa-
tion ey” + flx, e) y' + g(x, ) ¥ = 0, where f(x, ¢) has a single zero
at =0 for all e, with f>0 for <0 and f<0 for £>0. The
main result of this paper is to determine necessary conditions for
taking place of Ackerberg-O’Malley resonance.

The Sufficiency of the Matkowsky Condition
in the Problem of Resonance
Cuineg-Her Lin

Transactions of the American Mathematical Society,
Volume 278, Number 2, August 1983, pp. 647-670
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We consider the sufficiency of the Matkowsky condition concerning
the differential equation ey” + f(z, e) ¥ + glz, e) y =0(—a<x <b)
under the assumption that f(0, e) =0 identically in e, fz(0, ) #0
with f>0 for <0 and f<0 for #>0. Y. Sibuya proved that
the Matkowsky condition implies resonance in the sense of N. Kopell
if f and ¢ are convergent power series for |el<<p (p>0), f(z, 0)=
—2x and the interval [—a, b] is contained in a disc D with center
at 0. Themain problem in this work is to remove from Sibuya’s
result the assumption that D js a disc.

Accelerating Nonsymmetrizable Iterative Methods

Davip M. Younc*, Kang C. Jea and Davio R. Kincaip*

Elliptic Problem Solvers II, G. Birkhoff & A. Schoenstadt, eds.
Academic Press, 1984, pp. 323-342

In this paper we consider some iterative procedures for solving
the linear system

Au=2= (L1)

where A is a given real nonsingular NXN matrix and b is a given
real Nx1 vector. Occasionally, we will assume that A is symmetric
and positive definite (SPD).

The algorithms which we will consider involve the use of a
simple one-step, or “basic,” iterative method usualiy combined with
an acceleration procedure such as Chebyshev acceleration or con-
jugate gradient (CG) acceleration. For a certain class of basic
iterative methods, referred to as “symmetrizable methods,” these
acceleration procedures are very effective. However, if the matrix
A of the system (1.1) is not SPD, or is not at least similar to an
SPD matriX, the basic iterative method may not be symmetrizable.
Moreover, some iterative methods are not symmetrizable even if
the matrix A is SPD. Acceleration procedures which are efficient
and effective for the symmetrizable case may not be appropriate
for the nonsymmetrizable case.



132 Appeared in other Journals

The object of this paper is to describe some recent work which
has been done at The University of Texas at Austin and elsewhere
on the development of procedures for accelerating nonsymmetrizable
iterative methods. Because of space limitations our discussion can-
not be in any sense complete, and a number of important contribu-
tions will not be discussed. Approaches which we do discuss include
the use of the GCW method of Concus and Golub [1976] and of
Widlund [1978], the use of the normal equations and related equa-
tions, Chebyshev acceleration, and some generalized CG acceleration
procedures. Normally, the generalized CG acceleration procedures,
in their idealized form, are too expensive in terms of computer time
and storage for practical use. In the symmetrizable case the for-
mulas simplify since many of the terms vanish. In some nonsym-
metrizable cases, it is possible to achieve similar simplifications.
We describe work on such simplifications done by Jea [1982] and
Jea and Young [1983] as well as work of Faber and Manteuffel
[1983]. We also show that the simplifications of Jea and Young
[1983] can be used to derive three alternative forms of the Lanczos
method (see Lanczos [1950, 1952]). A theoretical basis is given for
choosing one of the forms in preference to the other two more
frequently used forms.

* Center for Numerical Analysis, The University of Texas at Ausetin, Aus-
tin, Texas.

Energy Loss Scaling for Small Angle Rotationally
Inelastic Scattering

Frank E. Bupenmorzer, Minc-Hsiuneg CuAng
and Ping-Prao Lo

J. Phys. Chem. 89 (1985) 199-200
Using classical perturbation scattering theory, it has been pre-

viously shown that for small angle, rotationally inelastic scattering
at moderately high energies the rotational energy transfer associated
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with a specific reduced deflection angle, r=E#, scales as the center-
of-mass energy E. This scaling relationship is discussed and a
verification using full classical trajectories js presented.
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Science and Religion: Seeking a Common Horizon

Frank E. BupENHOLZER

Zygon, Vol. 19, No. 3 (September 1984)

The thought of Bernard Lonergan provides an epistemological
position that is both true to the exigencies of modern science and
yet open to the possibility of God and revealed religion. In this
paper I outline Lonergan’s “transcendental method,” which describes
the basic pattern of operations involved in any act of human know-
ing, and discuss how Lonergan uses this cognitional theory as a
basis for an epistemological position of critical realism. Then I
explain how his approach handles some philosophical problems raised
by classical and modern science and show how his thought provides
an intelligible link between the scientific and religious horizons.
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Preparation of Enamines Catalyzed by Lewis Acids
in. the Presence of Solid Supports

Suang-Suamneg P. Coou and Cueng-Wu CHu

J. Chin, Chem. Soc., 31, 351-356 (1984)

A simple and effective preparation of enamines from bulky
ketones and secondary amines has been achieved with the aid of
Lewis acid on various solid supports. The optimized yields were
higher than those obtained without the solid support. Factors affect-
ing the vield and regioselectivity of these reactions were also studied.
Evidence showed that the reaction proceeded simultaneously in solu-
tion and on the solid support.

Preparation, Structure and Reactivity of a
(Pentamethycyclopentadienal) Titanium
Dimer Bridged by Oxygen and
Tetramethylenecyclopentdienyl

Ivan ]J.B. Lin, Frank BorToMLEY¥,
Gaprier O. EcuarEvBA* and

Peter S. Wuite*

Organometallic, 3: 550, 1985

The reaction between “Cp*: Ti” (Cp* = 9°-Cs(CH;)s) and N:O in
toluene affords [(Cp* Ti)s-p—(n' : 9°~-Cs(CH;)s CHz) (2-0):] (I). The
structure of the product was determined by X.ray diffraction; it
crystallizes in the orthorhombic space group Pmma with a=10.650
(5) A, 5=15283 (3) A, c=17.064 (8) A, and Z =4. The structure
was refined to R = 0.048 and R, = 0.052 for 256 parameters and 1226
observed reflections. The molecule consists of two (%°-C5(CH,)s) Ti
units bridged unsymmetrically by two oxygen atoms (Ti(1)-O=
1.961 (3) A and Ti(2)-0 =1.787 (3) A) and an %' : %°-C;(CH,),CHs
Tigand (4* to Ti(2) and %° to Ti(1l)). The bond distances are in
agreement with the description of the Cz;(CH,);CH: bridge as a
truly methylenic #':%° ligand and not as an %?:9* olefinic ligand.
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The Ti(2)-CH: distance is 2.178 (6) A; all other C-C and Ti-C dis-
tances are normal for CP*Ti units. The methylenic description of
Cs(CH;3),CH:) is supported by NMR (8(CH:) 50.4 in the ¥*C spectrum)
and IR (¢(C-H) 2,960, 2,900, and 2,850 cm~!) spectroscopies and also
explains the remarkable stability of I (no reaction with Hs., CO, or
CyH,) since both titanium atoms are Ti(IV). With HCIl, I gives
Cp*: TiCl; and Cp* TiCl,.
#* UNB, Fredericton, N.D,, CANADA.

Diseases and Mortalities of Cultured Marine Fish
and Shellfish in Taiwan

Guanc-Hsione Kou*, Yao-Sunc Lin*, Hon-CuEne Cren*®
and Cru-Fane Lo

TML Conference Proceedings 1: 173-192 (1984)

With increasing demand and high prices for sea foods, the
brackish water pond culture and marine aquaculture have been
developed rapidly in Taiwan in the last decade. Due to current
application of new methods to increase reproduction, fry or “seed”
capture, and survival of larvae, juveniles and adults, the culture of
marine animals is becoming popular and more efficient. The major
cultured marine animals in Taiwan today include milkfish, Chanos
chanos, shrimp, mainly grass shrimp, Penaeus monodon, and sand
shrimp, Metapenaeus ensis, mangrove crab, Scylla serrata; oyster,
mainly the pacific oyster Crassostrea gigas and native hard clams
Meretriz spp.

* Department of Zoology, National Taiwan University, Taipei, Taiwan 106,
R.O.C.

The Study of Clinostomum Complanatum (Rud., 1814)

111, In Vivo Cultivation and Development of
Clinostomum Complanatum from the
Metacercaria to the Adult

Cuu-Fane Lo

COA Fisheries Series, No. 10, Fish Disease Research (VI), 12-23, 1984, 2
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The ovary of Clinostomum complanatum was not capable of
developing before the flukes had got the nourishment from its host’s
blood. On the contrary, the testes developed almost immediately
after infection. The mature vitelline cells appeared 60 hours after
infection. The uterus would not have eggs until the vitelline became
fully developed. The time necessary for completing the total process
of the maturation in C. complanatum was about 72 hours in heron's
mouth. The amount of eggs in uterus seemed not to decrease as the
flukes grew. This evidence indicates that the fluke was likely not
to release its eggs from time to time. The flukes would release eggs
only when they were irritated or pressed by the food of the heron.

The life span of worms was quite variable in heron’s mouth
cavity. Usually, the number of the worms decreased 15 days after
infection, Most of the worms could not live more than thirty days.
But a case indicated that the worms could stay in heron’s mouth
cavity up to 60 days. From these data, it is proper to stop culturing
the 2nd intermediate host of C. complanatum for at least two months
when there is the outbreak of this parasite disease.

The Histological Changes in the Testis, Epididymis and
Prostate Gland of the Red-bellied Tree Squirrel,
Callosciurus erythraeus, During the Growth
and Reproductive Cycle

W.H. T’sur and C.C. Huanc*

Proceedings of the NSC- Part B, Vol, 9, No. 3, 220-229

The male reproductive glands of the red-bellied tree squirrel,
Callosciurus erythraeus, in the infantile, and prepubertal males, as
well as sexually functional, degenerating and redeveloping adults
were studied histologically.

In the infant. testes are characterized with solid seminiferous
tubules filled with primordial germ cells and Sertoli cells. Inter-
stitial cells are sparse. The prostate is composed of condensed cell
cords grouped into lobules dispersed with interlobular tissues rich
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in fibroblasts. In the epididymis the highly convoluted tubule is lined
with a simple cuboidal or columnar epithelium and thin smooth
musculature without.

In the prepubertal male, germ cells are engaged actively in
mitosis. Primary spermatocytes are readily recognized. Leydig cells
appear in groups in the interstitial tissue. In the prostate, cell cords
become highly branched and collecting tubules make their appear-
ance. The tubules in the epididymis are enlarged in diameter but
their peripheral musculature becomes thinner.

In functional males, meiosis is active and bundles of sperma-
tozoa are scattered along the central lumen. Leydig cells have their
cytoplasm highly enriched. The prostate is in secretory phase. The
tubule in the epididymis is filled with sperm.

In the degenerating adult, meiosis is interrupted and necrotic
germ cells are detached from germinal epithelium. In the prostate,
secretory and collecting ducts are eventually reduced to condensed
lobules separated by interlobular fibrous tissue. The tubule in the
epididymis often fills with necrotic germ cells but no sperm.

In redeveloping adult, the histology of the testes, prostate and
epididymis is similar to that of the prepubertal male. However,
there is more fibrous tissue in the interlobular septa in the prostate
gland and thick musculature at the periphery of the tubule in the
epididymis.

* Department of Zoology, National Taiwan University, Taipei, Taiwan,
R.O.C.

Studies on the Fine Structure of the Ocellus in
Relation to Pigment Migration in the Compound
Eye of the Diamondback Moth,
Plutella Xylostella (L.)

Cuunc-Hsiune Wane and Sze-Jim Hsu*
BSLERER R R AT+ — 0 (RET35)

Diamondback moth possesses two ocelli on dorsal region of the
head, each ocellus is composed of a cornea, corneal crystalline cone,
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one layer of corneageneous cells and many layers of retinular cells.
The retinular cells can be divided into three parts, the rhabdom in
the apical region, the nucleus in the basal region and the middle
region is occupied by a number of organelles which include mito-
chondria, rough endoplasmic reticulum, glycogen granules and many
irregular-shaped electron dense granules.

The light- and dark-adaptation of the compound eye controlled
by pigment migration can be achieved with or without ocelli. It is
concluded that the pigment migration of the compound eye of this
moth is a kind of “self-control mechanism” within the ommatidium.

* Department of Botany, National Taiwan University, Taipei, Taiwan,
R.O.C.

Postembryonic Develepment of the Compound Eye of
Diamondback Moth, Plutella Xylostella (L.)

Cuung-Hsiune Wane and Yun-Hsin Duann

Chinese Journal of Entomology, 3: 3 (1984)

The postembryonic development of the compound eye of dia-
mondback moth, Plutella xylostella (L.), has been examined from
prepupa to imago by means of lighe microscopy.

From the progressive organization, 2 major stages, the cell
differentiation stage and the organization stages, can be identified.
The former consists of 3 substages. The cell dispersion stage, the
early cell-cluster stage, and the last cell-cluster stage. The latter
involves 4 substages: the forming cornea stage, the developing cone
and rhabdom stage, the developing pigment cell stage and the
mature ommatidium stage.

The subsequent structures of the developing ommatidium of each
of the substages were described in this report.

PERBERZBERZFH

EEHE BHw
IERLER 40 75-86 (1984)
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Studies on the Intention and Factors Affecting
Breast Feeding

Cuao Cuanc* and Ning-Yuean Lee

Journal of the Chinese Nutrition Society,
Vol. 10, 1, 2, July 1985

The chief purpose of this paper was to investigate the intention
and factor analyses of infant feeding status of mothers from 9 large
general hospitals in Taipei city. A questionaire survey of 400 moth-
ers was carried out in January, 1984. The data were collecied by
well-trained interviewers and analyzed with computer. The main
results were summarized as follows:

1. In the mothers. 20.00% have fed or intended to feed infants
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A mass spectrometric method was developed for quantifying
stable iron isotope tracers present in blood and fecal samples. Vola-
tile Iron acetylacetonate [Fe(C;H,0:);] was prepared. A conventional
mass spectrometer was used to measure ion abundance ratios of the
diligand fragments [Fe(C;H,0:):]* which were formed during elec-
tron-impact ionization. Sample isotopic enrichment levels were
obtained from standard curves that related ion abundance ratios to

enrichment levels. Tracer concentration was calculated from the
values for total iron content and enrichment level. The relative
standard deviation for the ion abundance measurement was less than
29. Recovery of tracers from spiked fecal samples ranged from
909 to 104925. The method was used to analyze samples collected
from a human study. Iron availability from breakfast meals was
determined in 6 young women by giving 7 mg of %Fe in apple juice
on one day and 7 mg of 5"Fe in orange juice on the next. Absorp-
tion estimated with a fecal monitoring method ranged from —4.8%
to 36.5% for %Fe and from 5728 to 42.3% for %Fe. Enrichment of
the hemoglobin iron pool by giving 7 mg/day of ®Fe for 7 days
was below calculated detection limits for accurate guantification.

% D, D. Miller and M. Gilbert—Cornell University, Department of Food
Science, Ithaca, NY 14853,
#% D, A. Roe—Cornell University, Division of Nutritional Science, Ithaca,

NY 14853.
##k D, R. Van Campen—U. S, Department of Agriculture, Agricultural Re-
search Service, U.S. Plant Soil and Nutrition Laboratory, Cornell Uni-

versity, Ithaca, NY 14853.
A Study on Physical and Chemical Changes in
Frying 0ils during Heating

C.M. Tsar

Journal of the Chinese Nutrition Society,
Vol. 9, No. 1, 2, May 1984

1t has been known that deep fat frying oil can produce during
frying some oxidized compounds and cyclic polymers which could
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be hazardous to human health. The purpose of this study was trying
to find out a simple and dependable test to determine the point at
which the batch of frying oil has to be discarded.

The oil samples were heated at 160°, 175°, and 190°C individually,
in some of which TBHQ, silicone antifoaming agent, moist cotton
balls, or chicken were added and/or fried. Optical density, refrac-
tive index, viscosity by viscometer or falling ball, boiling point
elevation and jodine value of each heated oil were determined.

The data showed that falling ball method was the most simple
and dependable test to be an indicator of heated oil quality. The
results also demonstrated that viscometry and refractive index were
dependable, but the changes were not great. Optical density could
be influenced by fried foods. Iodine wvalue and boiling point eleva-
tion fluctuated.

A Study on the Relationship between Hypertension
and Food Habits

CaingmIin E. Tsar, Mer-DiNg Kao* and Min-Su Tzenc**

Journal of the Chinese Nutrition Society,
Vol. 10, No. 1, 2, July 1985

It has been known that the ratio of population with hypertension
in Taiwan is higher than that in the most area of the world. This
study attempted to understand whether food habit is one of key
factors causing hypertension.

The results of this study demonstrated that the most of hyper-
tension patients had a same habit prefering salty foods before
knowing themselves had hypertension. Although many of them were
warned to reduce salt in their foods, they still ingested high sodium
foods, especially monosodium glutamate and cured foods, but not
table salt, due to innocent. This study also found that hypertension
seems not to be mainly due to genetic inheritance. It has been
thought so, but it might be due to the learning of food habit from
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the family. At least, genetic inheritance should not be a major
factor causing hypertension.

* Department of Food and Nutrition, Providence College.
** Bureau of Food Sanitation, Department of Health, Executive Yuan.
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